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#### Abstract

A recent approach uses linear programming (LP) to compute continuous and piecewise affine (CPA) Lyapunov functions for arbitrary switched linear systems. Such a Lyapunov function is a common Lyapunov function (CLF) for all the respective linear subsystems and asserts the exponential stability of the equilibrium at the origin for the switched system. In this letter, we prove that this LP approach is constructive, i.e., that it succeeds in computing a Lyapunov function for the switched system, whenever the origin is exponentially stable.


Index Terms-Common Lyapunov function, Linear Programming, Linear systems, Switched Systems.

## I. Introduction

IN [1] a linear programming (LP) approach to compute a common Lyapunov function (CLF) for a finite set of linear systems

$$
\begin{equation*}
\dot{\mathbf{x}}=A_{i} \mathbf{x}, \quad A_{i} \in \mathbb{R}^{n \times n}, \quad i=1,2, \ldots, N \tag{1}
\end{equation*}
$$

was presented. It is well known, that the existence of such a CLF is equivalent to the exponential stability of the equilibrium at the origin for the corresponding arbitrary switched system $\dot{\mathbf{x}} \in \operatorname{co}\left\{A_{i} \mathbf{x}\right\}$; cf. e.g. [7], [14], [22], [23] for some general references for switched systems and stability. We talk about a CLF for the systems (1) and a Lyapunov function for the (arbitrary) switched system (1) interchangeably.

The origin is an exponentially stable equilibrium for a linear system $\dot{\mathbf{x}}=A \mathbf{x}$, if and only if it possesses a quadratic Lyapunov function $V(\mathbf{x})=\mathbf{x}^{T} P \mathbf{x}$. This is equivalent to the existence of a symmetric and positive definite matrix $P$ such that $P^{T} A+A P$ is negative definite. Therefore, if the stability of the origin is to be investigated for (1), it is most natural to search for a quadratic common Lyapunov function (QCLF). This can be done by solving a linear matrix inequality (LMI): Find a symmetric and positive definite $P \in \mathbb{R}^{n \times n}$ such that $A_{i}^{T} P+P A_{i}$ is negative definite for all $i$; in formula:

$$
\begin{equation*}
P \succ 0 \quad \text { and } A_{i}^{T} P+P A_{i} \prec 0 \text { for } i=1,2, \ldots, N \tag{2}
\end{equation*}
$$

The limitation of this LMI approach is that the origin might be exponentially stable for (1), and thus there exist CLFs for the subsystems, but none of these CLFs is quadratic.

[^0]Hence, numerous methods computing norms (Minkowskii, weighted), that can serve as Lyapunov functions for switched linear systems, have surfaced in the literature. They usually use linear programming (LP) to parameterize a Lyapunov function, see e.g. [4]-[6], [10], [20], [21], [24], [25]; the converse theorems from [18], [19] have been important for many of these approaches.

In [1] yet another LP approach to compute a CLF for (1) was presented, that is an adaptation of the so-called CPA method to compute Lyapunov functions, cf. e.g. [3], [9], [13], [15], to arbitrarily switched linear systems. While the examples in [1] suggested that this method is more general than the LMI approach (2), a proof of convergence was not delivered. The main contribution of this letter is to deliver such a proof in Theorem 2.

Suitable classes of Lyapunov functions for linear switched systems were recently studied in [17], see also [12], [16], where it was shown that the class of piecewise linear functions is large enough when searching for CLFs for (1), i.e. there always exists a piecewise linear Lyapunov function if the origin is exponentially stable. These results, however, are not directly applicable to prove that the LP approach from [1] is always able to compute a Lyapunov function when the origin is exponentially stable, because it uses an a priori fixed triangulation. However, in Section 2 in [16] a converse theorem is delivered that allows one to prove that it is indeed constructive.

In Section II we recall some basic facts about triangulations necessary for the CPA method and the LP approach from [1], before we prove our main results in Section III, that the LP approach is constructive, i.e., that it succeeds in computing a Lyapunov function for the arbitrary switched system (1), whenever the origin is exponentially stable.
Remark: The case $n=1$ is trivial for the discussion in this letter. Therefore we assume that $n \geq 2$ in the whole letter.

## A. Notation

We write vectors $\mathbf{x} \in \mathbb{R}^{n}$ in bold face and assume they are column vectors. For a vector $\mathbf{x}$ we write $x_{i}$ for its $i$ th component. For a matrix $A$ and vector $\mathbf{x}$ we write $A^{\mathrm{T}}$ and $\mathbf{x}^{\mathrm{T}}$ for their transposes, respectively. For vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m} \in$ $\mathbb{R}^{n}$ we write $\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right)$ for the $\mathbb{R}^{n \times m}$ matrix with $\mathbf{x}_{i}$ in its $i$ th column.

For vectors $\mathbf{x} \in \mathbb{R}^{n}$ and $p \geq 1$ we define their $p$-norms through $\|\mathbf{x}\|_{p}:=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}$. For $p=\infty$ we define
$\|\mathbf{x}\|_{\infty}:=\lim _{p \rightarrow \infty}\|\mathbf{x}\|_{p}=\max _{i \in\{1,2, \ldots, n\}}\left|x_{i}\right|$. Recall the norm equivalence relation $\left(1 / \infty:=0\right.$ and $\left.n^{0}:=1\right)$

$$
\|\mathbf{x}\|_{p} \leq\|\mathbf{x}\|_{q} \leq n^{q^{-1}-p^{-1}}\|\mathbf{x}\|_{p} \quad \text { for } \infty \geq p>q \geq 1
$$

We define $\operatorname{dist}(A, B):=\inf _{\mathbf{x} \in A, \mathbf{y} \in B}\|\mathbf{x}-\mathbf{y}\|_{2}$ for nonempty $A, B \subset \mathbb{R}^{n}$.

A (vector) norm $\|\cdot\|$ on $\mathbb{R}^{n}$ induces a (matrix) norm on $\mathbb{R}^{n \times n}$ through $\|A\|:=\max _{\|\mathbf{x}\|=1}\|A \mathbf{x}\|$. An induced matrix norm is sub-multiplicative, i.e. $\|A B\| \leq\|A\|\|B\|$ for all $A, B \in \mathbb{R}^{n \times n}$, and obviously $\|A \mathbf{x}\| \leq\|A\|\|\mathbf{x}\|$ for $A \in \mathbb{R}^{n \times n}$ and $\mathbf{x} \in \mathbb{R}^{n}$.

With $p=1, p=2$, and $p=\infty$ there are simple formulas for the induced matrix norms: $\|A\|_{1}=\left\|A^{\mathrm{T}}\right\|_{\infty}=$ $\max _{i}\left\|\mathbf{a}_{i}\right\|_{1}$, where $\mathbf{a}_{i}$ are the column vectors of $A$, and $\|A\|_{2}=\max _{\|\mathbf{x}\|_{2}=1} \sqrt{\mathbf{x}^{\mathrm{T}} A^{\mathrm{T}} A \mathrm{x}}$ is the square root of the largest eigenvalue of the symmetric and positive-semidefinite matrix $A^{\mathrm{T}} A$. We denote by $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ the standard orthonormal basis of $\mathbb{R}^{n}$.

By $\operatorname{Sym}(C)$ we denote the set of the permutations of a set $C$, i.e. the set of bijective mappings $C \rightarrow C$. Recall that the gradient $\nabla V(\mathbf{x})$ of a function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ at a point $\mathbf{x} \in \mathbb{R}^{n}$ is a row vector and therefore $\nabla V(\mathbf{x}) \mathbf{y} \in \mathbb{R}$ is the scalarproduct of the column vectors $[\nabla V(\mathbf{x})]^{\mathrm{T}}, \mathbf{y} \in \mathbb{R}^{n}$. Finally, $\mathbb{N}_{0}:=\{0,1,2, \ldots\}$ and $\mathbb{N}_{+}:=\mathbb{N}_{0} \backslash\{0\}$, and recall that a function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be positively homogenous, if for every $c>0$ and all $\mathbf{x} \in \mathbb{R}^{n}$ we have $V(c \mathbf{x})=c V(\mathbf{x})$.

## II. Preliminaries

We recall some know results and definitions that we will use in the proof of Theorem 1, which in turn is used to prove the main results of this letter in Theorem 2. The sole purpose of this section is to fix the notation and enhance the readability of the proofs in Section III. First, in Section II-A we recall some definitions regarding triangulations as needed for the LP approach in [1]. Second, in Section II-B we state the LP approach from [1] to compute a CLF for the systems (1). Third, in Section II-C we recall the definitions of some concrete triangulation used in the LP approach in [1] and the proofs in Section III.

## A. Triangulations

The approach in [1] attempts to parameterize a continuous and piecewise affine (CPA) Lyapunov function using LP on a compact domain $\mathcal{D} \subset \mathbb{R}^{n}$ of the state-space of the system in question. Thus, first a triangulation $\mathcal{T}$ of the domain $\mathcal{D}$ is needed, i.e. a subdivision of $\mathcal{D}$ into simplices. An $n$-simplex $\mathfrak{S}_{\nu} \subset \mathbb{R}^{n}$ with vertices $\mathbf{x}_{0}^{\nu}, \mathbf{x}_{1}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu} \in \mathbb{R}^{n}$ is defined as

$$
\begin{aligned}
\mathfrak{S}_{\nu} & =\operatorname{co}\left(\mathbf{x}_{0}^{\nu}, \mathbf{x}_{1}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \\
& :=\left\{\sum_{i=0}^{n} \lambda_{i} \mathbf{x}_{i}^{\nu}: \sum_{i=0}^{n} \lambda_{i}=1 \text { and all } \lambda_{i} \geq 0\right\} .
\end{aligned}
$$

We write $\mathcal{D}_{\mathcal{T}}$ for the set-theoretic union of the simplices in $\mathcal{T}$ and say that $\mathcal{T}$ triangulates $\mathcal{D}_{\mathcal{T}}=\mathcal{D} \subset \mathbb{R}^{n}$. The triangulation must be shape-regular in the sense that two different simplices

$$
\mathfrak{S}_{\gamma}:=\operatorname{co}\left(\mathbf{x}_{0}^{\gamma}, \mathbf{x}_{1}^{\gamma}, \ldots, \mathbf{x}_{n}^{\gamma}\right), \quad \gamma \in\{\nu, \mu\}
$$

of the triangulation intersect in a common face

$$
\mathfrak{S}_{\nu} \cap \mathfrak{S}_{\mu}=\operatorname{co}\left(\mathbf{y}_{0}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{k}\right), \quad \mathbf{y}_{j}=\mathbf{x}_{\ell_{j}^{\nu}}^{\nu}=\mathbf{x}_{\ell_{j}^{\mu}}^{\mu}
$$

where $j=0,1, \ldots, k<n, \ell_{j}^{\nu}, \ell_{j}^{\mu} \in\{0,1, \ldots, n\}$, and $\ell_{j}^{\gamma} \neq \ell_{m}^{\gamma}$ if $j \neq m, \gamma \in\{\nu, \mu\}$. We are only interested in non-degenerated simplices, i.e. $\mathfrak{S}_{\nu} \in \mathcal{T}$ has an $n$-dimensional volume strictly larger than zero or equivalently, the vertices $\mathbf{x}_{0}^{\nu}, \mathbf{x}_{1}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}$ are affinely independent; see [8] for details. For our application, it is also convenient to assume that the vertices of a simplex $\mathfrak{S}_{\nu} \in \mathcal{T}$ have a fixed order and we write $\mathfrak{S}_{\gamma}=\operatorname{co}\left(\mathbf{x}_{0}^{\gamma}, \mathbf{x}_{1}^{\gamma}, \ldots, \mathbf{x}_{n}^{\gamma}\right)$ rather than $\operatorname{co}\left\{\mathbf{x}_{0}^{\gamma}, \mathbf{x}_{1}^{\gamma}, \ldots, \mathbf{x}_{n}^{\gamma}\right\}$, i.e. ordered tuple rather than a set. Note that the convex combination of the vectors is a subset of $\mathbb{R}^{n}$ and does not depend on their order, however, the matrix $X_{\nu}$ defined below does depend on the order.

An additional requirement of a triangulation for the LP problem from [1] is that all simplicies in the triangulation have the origin as a vertex; for simplicity we assume $\mathbf{x}_{0}^{\nu}=\mathbf{0}$ for all simplices $\mathfrak{S}_{\nu} \in \mathcal{T}$. For a simplex $\mathfrak{S}_{\nu}=\operatorname{co}\left(\mathbf{x}_{0}^{\nu}, \mathbf{x}_{1}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right)$ with $\mathbf{x}_{0}^{\nu}=\mathbf{0}$, we repeatedly use the matrix

$$
X_{\nu}:=\left(\mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathbb{R}^{n \times n}
$$

i.e. the $i$ th column of $X_{\nu}$ is the vector $\mathbf{x}_{i}^{\nu}$. The matrix $X_{\nu}$ is the transpose of the so-called shape-matrix discussed in detail in [11]. Note that the results presented in this letter do not depend on the particular ordering of the vertices, but it must be fixed for the $X_{\nu}$ s to be well-defined.

## B. LP approach for CPA Lyapunov function

We now state the LP feasibility problem from [1] to parameterize a CPA CLF for the systems (1). Any solution to the problem can be used to parameterize a Lyapunov function for the switched system (1).

Assume $\mathcal{T}$ is a triangulation of a compact domain $\mathcal{D} \subset \mathbb{R}^{n}$ of the origin as described in the last section. We use two constants $\varepsilon_{1}, \varepsilon_{2}>0$ in the LP problem. Their values are of practical, but not theoretical interest, e.g. $\varepsilon_{1}=\varepsilon_{2}=1$ is not restrictive for the theory; see [1] for details.

The variables of the LP problem are $V_{\mathbf{x}} \in \mathbb{R}$ for every vertex of a simplex in $\mathcal{T}$. The constraints of the LP problem are:
C1) $V_{\mathbf{0}}=0$ and for every vertex $\mathbf{x}$ of a simplex in $\mathcal{T}$ :

$$
\begin{equation*}
V_{\mathbf{x}} \geq \varepsilon_{1}\|\mathbf{x}\|_{2} \tag{3}
\end{equation*}
$$

C2) For every simplex $\mathfrak{S}_{\nu}:=\operatorname{co}\left(\mathbf{0}, \mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu} \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathcal{T}$ define the vector of variables $\mathbf{v}_{\nu}=\left(V_{\mathbf{x}_{1}^{\nu}}, V_{\mathbf{x}_{2}^{\nu}}, \ldots, V_{\mathbf{x}_{n}^{\nu}}\right)^{T}$ and recall that $X_{\nu}:=\left(\mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathbb{R}^{n \times n}$.
The constraints are: for every simplex $\mathfrak{S}_{\nu} \in \mathcal{T}$, for all $j=1, \ldots, n$, and all $i=1,2, \ldots, N$ :

$$
\begin{equation*}
\mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1} A_{i} \mathbf{x}_{j}^{\nu} \leq-\varepsilon_{2}\left\|\mathbf{x}_{j}^{\nu}\right\|_{2} \tag{4}
\end{equation*}
$$

Note that (4) is automatically fulfilled for $\mathbf{x}_{0}^{\nu}=\mathbf{0}$.

## C. Triangulations $\mathcal{T}^{\text {std }}, \mathcal{T}_{\mathrm{K}}, \mathrm{K}^{-1} \mathcal{T}_{\mathrm{K}}$, and $\mathcal{T}_{\mathrm{K}}^{\mathrm{F}}$

A suitable concrete triangulation for our aim of proving that the LP problem in Section II-B can always parameterize a CLF for the systems (1) when one exists, is the triangularfan $\mathcal{T}_{K}$ of the triangulation in [8]; this is discussed in more detail in [1]. The triangulation is parameterized with $K \in \mathbb{N}_{+}$ and we show that if the origin is exponentially stable for the switched system (1), then for every $K \in \mathbb{N}_{+}$large enough, the LP problem in Section II-B will have a feasible solution. In its definition we use the functions $\mathbf{R}^{\mathcal{J}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, defined for every $\mathcal{J} \subset\{1,2, \ldots, n\}$ by

$$
\mathbf{R}^{\mathcal{J}}(\mathbf{x}):=\sum_{i=1}^{n}(-1)^{\chi_{\mathcal{J}}(i)} x_{i} \mathbf{e}_{i}, \quad \chi_{\mathcal{J}}(i):= \begin{cases}1, & \text { if } i \in \mathcal{J}, \\ 0, & \text { if } i \notin \mathcal{J} .\end{cases}
$$

where $\mathbf{e}_{i}$ is the standard $i$ th unit vector in $\mathbb{R}^{n}$. Thus, $\mathbf{R}^{\mathcal{J}}(\mathbf{x})$ is the vector $\mathbf{x}$, except for a minus has been put in front of the coordinate $x_{i}$ whenever $i \in \mathcal{J}$.

We first define the triangulation $\mathcal{T}^{\text {std }}$ and then use it to construct the triangulations we will use for the LP problem.

The standard triangulation $\mathcal{T}^{\text {std }}$ consists of the simplices

$$
\mathfrak{S}_{\mathbf{z} \mathcal{J} \sigma}:=\operatorname{co}\left(\mathbf{x}_{0}^{\mathbf{z} \mathcal{J} \sigma}, \mathbf{x}_{1}^{\mathbf{z} \mathcal{J} \sigma}, \ldots, \mathbf{x}_{n}^{\mathbf{z} \mathcal{J} \sigma}\right)
$$

where

$$
\begin{equation*}
\mathbf{x}_{j}^{\mathbf{z} \mathcal{J} \sigma}:=\mathbf{R}^{\mathcal{J}}\left(\mathbf{z}+\sum_{i=1}^{j} \mathbf{e}_{\sigma(i)}\right) \tag{5}
\end{equation*}
$$

for all $\mathbf{z} \in \mathbb{N}_{0}^{n}$, all $\mathcal{J} \subset\{1,2, \ldots, n\}$, all $\sigma \in$ $\operatorname{Sym}(\{1,2, \ldots, n\})$, and $j=0,1, \ldots, n$; note that $\mathbf{e}_{\sigma(i)}$, $j=\sigma(i)$, is the standard $j$ th unit vector.

Now fix a $K \in \mathbb{N}_{+}$and consider the simplices $\mathfrak{S}_{\mathbf{z} \mathcal{J} \sigma} \subset$ $[-K, K]^{n} \subset \mathbb{R}^{n}$ in $\mathcal{T}^{\text {std }}$, that intersect the boundary of the hypercube $[-K, K]^{n}$. We are only interested in those intersections that are $(n-1)$-simplices. We take every simplex with vertices $\mathbf{x}_{j}^{\mathbf{z} \mathcal{J} \sigma}, j \in\{0,1, \ldots, n\}$, where exactly one vertex $\mathbf{x}_{j^{*}}^{\mathbf{z} \sigma}$ satisfies $\left\|\mathbf{x}_{j^{*}}^{\mathbf{z} \mathcal{J}}\right\|_{\infty}<K$ and $\left\|\mathbf{x}_{j}^{\mathbf{z} \mathcal{J} \sigma}\right\|_{\infty}=K$ for $j \in\{0,1, \ldots, n\} \backslash\left\{j^{*}\right\}$. Then we replace the vertex $\mathbf{x}_{j^{*}}^{\mathbf{z} \sigma}$ by $\mathbf{0}$; it is not difficult to see that $j^{*}$ is necessarily equal to 0 . The set of the simplices constructed in this way triangulates $[-K, K]^{n}$ and this new triangulation, denoted $\mathcal{T}_{K}$, is our desired triangulation.

We will use two other triangulations, $K^{-1} \mathcal{T}_{K}$, and $\mathcal{T}_{K}^{\mathbf{F}}$, constructed from $\mathcal{T}_{K}$ by mapping the vertices of its simplices. Corresponding to the simplex $\mathfrak{S}_{\nu}=\operatorname{co}\left(\mathbf{x}_{0}^{\nu}, \mathbf{x}_{1}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathcal{T}_{K}$ is the simplex $\operatorname{co}\left(K^{-1} \mathbf{x}_{0}^{\nu}, K^{-1} \mathbf{x}_{1}^{\nu}, \ldots, K^{-1} \mathbf{x}_{n}^{\nu}\right) \in K^{-1} \mathcal{T}_{K}$ and the simplex $\operatorname{co}\left(\mathbf{F}\left(\mathbf{x}_{0}^{\nu}\right), \mathbf{F}\left(\mathbf{x}_{1}^{\nu}\right), \ldots, \mathbf{F}\left(\mathbf{x}_{n}^{\nu}\right)\right) \in \mathcal{T}_{K}^{\mathbf{F}}$, where $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \mathbf{F}(\mathbf{0})=\mathbf{0}$ and

$$
\begin{equation*}
\mathbf{F}(\mathbf{x}):=\frac{\|\mathbf{x}\|_{\infty}}{\|\mathbf{x}\|_{2}} \mathbf{x}, \quad \text { if } \mathbf{x} \neq \mathbf{0} \tag{6}
\end{equation*}
$$

The triangulations $K^{-1} \mathcal{T}_{K}$ and $\mathcal{T}_{K}^{\mathbf{F}}$ consist of exactly the simplices obtained in this manner from the simplices in $\mathcal{T}_{K}$. For a depiction of $\mathcal{T}_{K}^{\mathrm{F}}$ see [1]. The triangulation $\mathcal{T}_{K}^{\mathrm{F}}$ usually leads to LP problems with better numerical properties than when using $\mathcal{T}_{K}$ and the proof of Theorem 1 is more intuitive using the triangulation $K^{-1} \mathcal{T}_{K}$ rather than $\mathcal{T}_{K}$.

## III. Main results

Before we prove our main results in Theorem 1 and Theorem 2, we prove a few useful lemmas to shorten their proofs.

Lemma 1: Let $1:=(1,1, \ldots, 1)^{\mathrm{T}}, \mathbf{c} \in \mathbb{R}^{n}, c_{1} \neq-1$, and $U=\left(u_{i j}\right) \in \mathbb{R}^{n \times n}$ with $u_{i j}=1$ if $i \leq j$ and $u_{i j}=0$ otherwise. Set $c_{n+1}:=0$ and define the vector $\mathbf{d} \in \mathbb{R}^{n}$ through

$$
d_{i}=\frac{c_{i+1}-c_{i}}{c_{1}+1}, \text { for } i=1,2, \ldots, n
$$

Then

$$
\begin{aligned}
& \left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}=U^{-1}+\mathbf{d e}_{1}^{\mathrm{T}} \\
& \left\|\left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}\right\|_{1} \leq \max \left\{\|\mathbf{d}\|_{1}, 1\right\}+1, \quad \text { and } \\
& \left\|\left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}\right\|_{\infty} \leq\|\mathbf{d}\|_{\infty}+2
\end{aligned}
$$

Proof: Note that $U$ is invertible and the elements of $U^{-1}=\left(\widetilde{u}_{i j}\right) \in \mathbb{R}^{n \times n}$ are

$$
\widetilde{u}_{i j}=\left\{\begin{aligned}
1, & \text { if } i=j \\
-1, & \text { if } i+1=j \\
0, & \text { otherwise }
\end{aligned}\right.
$$

For computing $\left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}$ we use the Sherman-Morrison formula:

$$
\left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}=U^{-1}-\frac{U^{-1} \mathbf{c} 1^{\mathrm{T}} U^{-1}}{1+\mathbf{1}^{\mathrm{T}} U^{-1} \mathbf{c}}
$$

Note that $U^{-1} \mathbf{c}=\left(c_{1}-c_{2}, c_{2}-c_{3}, \ldots, c_{n}-c_{n+1}\right)^{\mathrm{T}}$ and $\mathbf{1}^{\mathrm{T}} U^{-1}=\mathbf{e}_{1}^{\mathrm{T}}$, thus $1+\mathbf{1}^{\mathrm{T}} U^{-1} \mathbf{c}=1+c_{1} \neq 0$ and

$$
\begin{aligned}
\frac{U^{-1} \mathbf{c} \mathbf{1}^{\mathrm{T}} U^{-1}}{1+\mathbf{1}^{\mathrm{T}} U^{-1} \mathbf{c}} & =\frac{\left(c_{1}-c_{2}, c_{2}-c_{3}, \ldots, c_{n}-c_{n+1}\right)^{\mathrm{T}} \mathbf{e}_{1}^{\mathrm{T}}}{1+c_{1}} \\
& =-\mathbf{d e}_{1}^{\mathrm{T}}
\end{aligned}
$$

Thus

$$
\left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}=U^{-1}+\mathbf{d e}_{1}^{\mathrm{T}}
$$

by the Sherman-Morrison formula. The estimates for the norms follow immediately from the formula for the inverse.

We now use the Lemma 1 to obtain upper bounds on norms of the inverses of the matrices $X_{\nu}$ for the simplices in $\mathcal{T}^{\text {std }}$.

Corollary 1: Let $\mathfrak{S}_{\nu}=\operatorname{co}\left(\mathbf{x}_{0}^{\nu}, \mathbf{x}_{1}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathcal{T}_{K}$ and set $X_{\nu}=\left(\mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathbb{R}^{n \times n}$. Then
$\left\|X_{\nu}^{-1}\right\|_{1} \leq 3, \quad\left\|X_{\nu}^{-1}\right\|_{\infty} \leq n+1, \quad\left\|X_{\nu}^{-1}\right\|_{2} \leq \sqrt{3(n+1)}$.
Proof: By Section II-C, in particular formula (5), we may assume that there is a subset $\mathcal{J} \subset\{1,2, \ldots, n\}$, a permutation $\sigma \in \operatorname{Sym}(\{1,2, \ldots, n\})$, and a vector $\mathbf{z} \in \mathbb{N}_{0}^{n}$ with $\|\mathbf{z}\|_{\infty}=$ $K-1$, such that for $k=1,2, \ldots, n$ (recall that $\mathbf{x}_{0}^{\nu}=\mathbf{0}$ ) we have

$$
\begin{equation*}
\mathbf{x}_{k}^{\nu}=\mathbf{x}_{k}^{\mathbf{z} \mathcal{J} \sigma}=\mathbf{R}^{\mathcal{J}}\left(\mathbf{z}+\sum_{\ell=1}^{k} \mathbf{e}_{\sigma(\ell)}\right)=R_{\mathbf{J}} \mathbf{z}+R_{\mathbf{J}} \mathbf{u}_{k}^{\sigma} \tag{7}
\end{equation*}
$$

where $\mathbf{u}_{k}^{\sigma}:=\sum_{\ell=1}^{k} \mathbf{e}_{\sigma(\ell)}$ and $R_{\mathbf{J}} \in \mathbb{R}^{n \times n}$ is the matrix representation of $\mathbf{R}^{\mathcal{J}}$, i.e. $R_{\mathbf{J}}:=\operatorname{diag}\left(J_{1}, J_{2}, \ldots, J_{n}\right)$, with $J_{i}=-1$ if $i \in \mathcal{J}$ and $J_{i}=1$ if $i \notin \mathcal{J}$.

Define the permutation matrix $P_{\sigma} \in \mathbb{R}^{n \times n}, P_{\sigma}=$ $\left(\mathbf{e}_{\sigma(1)}, \mathbf{e}_{\sigma(2)}, \ldots, \mathbf{e}_{\sigma(n)}\right)^{\mathrm{T}}$, i.e. $P_{\sigma} \mathbf{e}_{\sigma(i)}=\mathbf{e}_{i}$ and $P_{\sigma}^{\mathrm{T}} \mathbf{e}_{i}=$ $\mathbf{e}_{\sigma(i)}$. Then $P_{\sigma} P_{\sigma}^{\mathrm{T}}=I$ (the identity matrix) and $\left\|P_{\sigma}\right\|_{p}=1$
for $p \in\{1,2, \infty\}$. Hence, with $\mathbf{c}:=P_{\sigma} \mathbf{z}$ we have $c_{1}=K-1$ and

$$
0 \leq c_{k} \leq K-1 \text { and } \mathbf{y}_{k}:=P_{\sigma} R_{\mathbf{J}} \mathbf{x}_{k}^{\nu}=\mathbf{c}+\sum_{\ell=1}^{k} \mathbf{e}_{\ell}
$$

for $k=1,2, \ldots, n$. That is, $P_{\sigma} R_{\mathbf{J}} X_{\nu}=U+\mathbf{c} 1^{\mathrm{T}}$, where the matrix on the right-hand-side is of the same form as in Lemma 1. Further, the vector $\mathbf{d}=\left(d_{1}, d_{2}, \ldots, d_{n}\right)^{\mathrm{T}}$ in Lemma 1 fulfills $\left|d_{k}\right| \leq(K-1) / K \leq 1$ for $k=1,2, \ldots, n$. Therefore, because $P_{\sigma}^{\mathrm{T}}=P_{\sigma}^{-1}$ and $R_{\mathbf{J}}=R_{\mathbf{J}}^{-1}$, and for $p \in\{1,2, \infty\}$, we have that

$$
\begin{aligned}
\left\|X_{\nu}^{-1}\right\|_{p} & =\left\|X_{\nu}^{-1} R_{\mathbf{J}}^{-1} P_{\sigma}^{-1} P_{\sigma} R_{\mathbf{J}}\right\|_{p} \\
& \leq\left\|\left(P_{\sigma} R_{\mathbf{J}} X_{\nu}\right)^{-1}\right\|_{p}\left\|P_{\sigma}\right\|_{p}\left\|R_{\mathbf{J}}\right\|_{p} \\
& =\left\|\left(U+\mathbf{c} 1^{\mathrm{T}}\right)^{-1}\right\|_{p} \cdot 1 \cdot 1
\end{aligned}
$$

Since $\|\mathbf{d}\|_{1} \leq n$ and $\|\mathbf{d}\|_{\infty} \leq 1$ it follows from Lemma 1 that

$$
\left\|X_{\nu}^{-1}\right\|_{1} \leq n+1 \text { and }\left\|X_{\nu}^{-1}\right\|_{\infty} \leq 3
$$

and the bound

$$
\left\|X_{\nu}^{-1}\right\|_{2} \leq \sqrt{3(n+1)}
$$

follows from the well known $\|A\|_{2}^{2} \leq\|A\|_{1}\|A\|_{\infty}$ for any $A \in \mathbb{R}^{n \times n}$.

The next lemma adapts results from [16] to deliver a CLF for the systems (1), that has all the properties needed to be approximated arbitrary close in the $C^{1}$ norm by CPA functions. This is already done in [16], but not for CPA functions with a priori fixed triangulations as we need to prove that the LP approach to compute a CLF always succeeds when a CLF exists for the systems (1). Recall from the Introduction that the existence of a CLF for the systems (1) is equivalent to the exponential stability of the origin for the arbitrary switched system $\dot{\mathbf{x}} \in \operatorname{co}\left\{A_{i} \mathbf{x}\right\}$.

Lemma 2: Assume the origin is exponentially stable for the arbitrary switched system $\dot{\mathbf{x}} \in \operatorname{co}\left\{A_{i} \mathbf{x}\right\}$ corresponding to the systems (1). Then there exists a continuous $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ fulfilling:

1) $V \in C^{\infty}\left(\mathbb{R}^{n} \backslash\{\mathbf{0}\}\right)$.
2) There exist constants $\alpha_{1}, \alpha_{2}, \alpha_{3}>0$ such that

$$
\begin{equation*}
\alpha_{1}\|\mathbf{x}\|_{2} \leq V(\mathbf{x}) \leq \alpha_{2}\|\mathbf{x}\|_{2} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n} \tag{8}
\end{equation*}
$$

and for all $i=1,2, \ldots, N$ we have

$$
\begin{equation*}
\nabla V(\mathbf{x}) A_{i} \mathbf{x} \leq-\alpha_{3}\|\mathbf{x}\|_{2} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\} \tag{9}
\end{equation*}
$$

3) For every $c>0$ we have

$$
V(c \mathbf{x})=c V(\mathbf{x}) \quad \text { and } \quad[\nabla V](c \mathbf{x})=\nabla V(\mathbf{x})
$$

for all $\mathrm{x} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\}$.
4)

$$
V(\mathbf{x})=\nabla V(\mathbf{x}) \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n} \backslash\{\mathbf{0}\}
$$

In particular, $V$ is a CLF for the systems (1).
Proof: By [16] there exist a compact, strictly convex neighbourhood $\emptyset \neq \mathcal{W} \subset \mathbb{R}^{n}$ of the origin, constants $p, M \in$ $\mathbb{N}_{+}, \alpha>0$, and vectors $\mathbf{g}_{j} \in \mathbb{R}^{n}, j=1,2, \ldots, M$, such that

$$
W(\mathbf{x})=\sum_{j=1}^{M}\left(\mathbf{g}_{j}^{\mathrm{T}} \mathbf{x}\right)^{2 p} \text { fulfills } \max _{\substack{\mathbf{x} \in \mathcal{O}, i=1,2, \ldots, N}} \nabla W(\mathbf{x}) A_{i} \mathbf{x} \leq-\alpha
$$

Further, $W(\mathbf{x})>0$ if $\mathbf{x} \neq \mathbf{0}$. Note that in [16] our $W$ is denoted $\tilde{W}$ and our $\mathcal{W}$ is a sublevel set $\left\{\mathbf{x} \in \mathbb{R}^{n}: W(\mathbf{x}) \leq 1\right\}$ of a continuous, positively homogenous CLF $W: \mathbb{R}^{n} \rightarrow \mathbb{R}$ (not our $W$ ).

First, we prove a few properties for $W$. From the formulas $W(\mathbf{x})=\sum_{j=1}^{M}\left(\mathbf{g}_{j}^{\mathrm{T}} \mathbf{x}\right)^{2 p}$ and $\nabla W(\mathbf{x})=2 p \sum_{j=1}^{N}\left(\mathbf{g}_{j}^{\mathrm{T}} \mathbf{x}\right)^{2 p-1} \mathbf{g}_{j}^{\mathrm{T}}$ we clearly have

$$
\begin{equation*}
W(c \mathbf{x})=c^{2 p} W(\mathbf{x}) \text { and }[\nabla W](c \mathbf{x})=c^{2 p-1} \nabla W(\mathbf{x}) \tag{10}
\end{equation*}
$$

for $c>0$ and $\mathbf{x} \neq \mathbf{0}$.
Let $r, R>0$ be such that $r \leq\|\widetilde{\mathbf{x}}\|_{2} \leq R$ for all $\widetilde{\mathbf{x}} \in \partial \mathcal{W}$ and define

$$
0<m:=\min _{\mathbf{x} \in \partial \mathcal{W}} W(\mathbf{x}) \leq \max _{\mathbf{x} \in \partial \mathcal{W}} W(\mathbf{x})=: M
$$

Fix an arbitrary $\mathbf{x} \neq \mathbf{0}$. Then there is a constant $c_{x}>0$ and a unique $\widetilde{\mathbf{x}} \in \partial \mathcal{W}$ such that $\mathbf{x}=c_{x} \widetilde{\mathbf{x}}$ and

$$
c_{x} r \leq\|\mathbf{x}\|_{2}=c_{x}\|\widetilde{\mathbf{x}}\|_{2} \leq c_{x} R, \text { i.e. } \frac{\|\mathbf{x}\|_{2}}{R} \leq c_{x} \leq \frac{\|\mathbf{x}\|_{2}}{r}
$$

Combined with (10) this gives

$$
\begin{align*}
m \frac{\|\mathbf{x}\|_{2}^{2 p}}{R^{2 p}} & \leq m c_{x}^{2 p} \leq W(\mathbf{x})=W\left(c_{x} \widetilde{\mathbf{x}}\right)  \tag{11}\\
& =c_{x}^{2 p} W(\widetilde{\mathbf{x}}) \leq M c_{x}^{2 p} \leq M \frac{\|\mathbf{x}\|_{2}^{2 p}}{r^{2 p}}
\end{align*}
$$

and, for every $i=1,2, \ldots, N$,

$$
\begin{align*}
& \nabla W(\mathbf{x}) A_{i} \mathbf{x}=[\nabla W]\left(c_{x} \widetilde{\mathbf{x}}\right) A_{i}\left(c_{x} \widetilde{\mathbf{x}}\right)  \tag{12}\\
& =c_{x}^{2 p} \nabla W(\widetilde{\mathbf{x}}) A_{i} \widetilde{\mathbf{x}} \leq-\alpha c_{x}^{2 p} \leq-\frac{\alpha}{R^{2 p}}\|\mathbf{x}\|_{2}^{2 p}
\end{align*}
$$

We define $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ through $V(\mathbf{x}):=[W(\mathbf{x})]^{\frac{1}{2 p}}$ and show that it has all the claimed properties.

1) Clearly $V$ is continuous and $V \in C^{\infty}\left(\mathbb{R}^{n} \backslash\{\mathbf{0}\}\right)$.
2) From (11) it follows that

$$
\frac{m^{\frac{1}{2 p}}}{R}\|\mathbf{x}\|_{2} \leq V(\mathbf{x}) \leq \frac{M^{\frac{1}{2 p}}}{r}\|\mathbf{x}\|_{2}
$$

for all $\mathbf{x} \in \mathbb{R}^{n}$, i.e. (8) with $\alpha_{1}:=m^{\frac{1}{2 p}} / R$ and $\alpha_{2}:=M^{\frac{1}{2 p}} / r$. From (12) it follows that for every $i=1,2, \ldots, N$ and every $\mathbf{x} \neq 0$ we have

$$
\begin{aligned}
\nabla V(\mathbf{x}) A_{i} \mathbf{x} & =\frac{1}{2 p}[W(\mathbf{x})]^{\frac{1}{2 p}-1} \nabla W(\mathbf{x}) A_{i} \mathbf{x} \\
& \leq-\frac{1}{2 p}[W(\mathbf{x})]^{\frac{1}{2 p}-1} \frac{\alpha}{R^{2 p}}\|\mathbf{x}\|_{2}^{2 p} \\
& \leq-\frac{1}{2 p}\left(\frac{M}{r^{2 p}}\|\mathbf{x}\|_{2}^{2 p}\right)^{\frac{1}{2 p}-1} \frac{\alpha}{R^{2 p}}\|\mathbf{x}\|_{2}^{2 p} \\
& \leq-\frac{\alpha M^{\frac{1}{2 p}-1}}{2 p r}\left(\frac{r}{R}\right)^{2 p}\|\mathbf{x}\|_{2}^{2 p}
\end{aligned}
$$

i.e. (9) with $\alpha_{3}:=\alpha M^{\frac{1}{2 p}-1}(r / R)^{2 p} /(2 p r)$.

3 and 4) By (10) we have for $\mathbf{x} \neq \mathbf{0}$ and $c>0$ that

$$
V(c \mathbf{x})=[W(c \mathbf{x})]^{\frac{1}{2 p}}=\left[c^{2 p} W(\mathbf{x})\right]^{\frac{1}{2 p}}=c V(\mathbf{x})
$$

Hence $V$ is positively homogeneous of order one. The two remaining statements of the lemma now follow immediately from Euler's Homogenous Function Theorem.

We first prove our main results using the triangulation $K^{-1} \mathcal{T}_{K}$ in Theorem 1. Subsequently, we use Theorem 1 to prove the same for the triangulation $\mathcal{T}_{K}^{\mathbf{F}}$ in Theorem 2.

Theorem 1: Assume the origin is exponentially stable for the arbitrary switched system $\dot{\mathbf{x}} \in \operatorname{co}\left\{A_{i} \mathbf{x}\right\}$ corresponding to the systems (1). Then there exists a $K^{*} \in \mathbb{N}_{+}$such that the LP problem in Section II-B using the triangulation $\mathcal{T}=K^{-1} \mathcal{T}_{K}$ has a feasible solution whenever $K \geq K^{*}$.

Proof: Let $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be the Lyapunov function from Lemma 2 and define $c:=\max \left\{\varepsilon_{1} / \alpha_{1}, 2 \varepsilon_{2} / \alpha_{3}\right\}$. For every vertex x of a simplex in the triangulation $\mathcal{T}=K^{-1} \mathcal{T}_{K}$ we set the variable $V_{\mathbf{x}}$ from the LP problem in Section II-B equal to $c V(\mathbf{x})$ and show that the constraints C 1 and C 2 are fulfilled if $K \in \mathbb{N}_{+}$is large enough.

For every such vertex $\mathbf{x}$ we have by (8)

$$
\begin{equation*}
V_{\mathbf{x}}=c V(\mathbf{x}) \geq \frac{\varepsilon_{1}}{\alpha_{1}} V(\mathbf{x}) \geq \frac{\varepsilon_{1}}{\alpha_{1}} \alpha_{1}\|\mathbf{x}\|_{2} \geq \varepsilon_{1}\|\mathbf{x}\|_{2} \tag{13}
\end{equation*}
$$

so the constraints C 1 are fulfilled.
Let $\mathfrak{S}_{\nu}:=\operatorname{co}\left(\mathbf{0}, \mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu} \ldots, \mathbf{x}_{n}^{\nu}\right)$ be an arbitrary simplex in $\mathcal{T}=K^{-1} \mathcal{T}_{K}$ and set $X_{\nu}=\left(\mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathbb{R}^{n \times n}$. Note that, e.g. by using formula (7) to represent $K \mathbf{x}_{k}^{\nu}$ and $K \mathbf{x}_{\ell}^{\nu}$, that

$$
\begin{equation*}
\left\|\mathbf{x}_{k}^{\nu}\right\|_{\infty}=1 \text { and }\left\|\mathbf{x}_{k}^{\nu}-\mathbf{x}_{\ell}^{\nu}\right\|_{2} \leq \frac{\sqrt{n-1}}{K} \leq \frac{\sqrt{n}}{K} \tag{14}
\end{equation*}
$$

for all $k, \ell=1,2, \ldots, n$. Further, we have

$$
\begin{equation*}
\left\|X_{\nu}^{-1}\right\|_{2} \leq K \sqrt{3(n+1)} \tag{15}
\end{equation*}
$$

because $K \mathfrak{S}_{\nu}=\operatorname{co}\left(\mathbf{0}, K \mathbf{x}_{1}^{\nu}, K \mathbf{x}_{2}^{\nu} \ldots, K \mathbf{x}_{n}^{\nu}\right) \in \mathcal{T}_{K}$ and thus $\left\|\left(K \mathbf{x}_{1}^{\nu}, K \mathbf{x}_{2}^{\nu} \ldots, K \mathbf{x}_{n}^{\nu}\right)^{-1}\right\|_{2} \leq \sqrt{3(n+1)}$ by Corollary 1. With the vector of variables $\mathbf{v}_{\nu}=\left(V_{\mathbf{x}_{1}^{\nu}}, V_{\mathbf{x}_{2}^{\nu}}, \ldots, V_{\mathbf{x}_{n}^{\nu}}\right)^{\mathrm{T}}$ we have

$$
\mathbf{v}_{\nu}:=c \cdot\left(V\left(\mathbf{x}_{1}^{\nu}\right), V\left(\mathbf{x}_{2}^{\nu}\right), \ldots, V\left(\mathbf{x}_{n}^{\nu}\right)\right)^{\mathrm{T}}
$$

with our assigned values to the variables.
For the rest of the proof let $j \in\{1,2, \ldots, n\}$ be arbitrary, but fixed. We have by (15),

$$
\begin{align*}
\| \mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1}-c & \nabla \\
& \leq\left\|\left(\mathbf{x}_{j}^{\nu}\right)\right\|_{2}=\left\|\left[\mathbf{v}_{\nu}^{\mathrm{T}}-c \nabla V\left(\mathbf{x}_{j}^{\nu}\right) X_{\nu}\right] X_{\nu}^{-1}\right\|_{2}  \tag{16}\\
& \leq\left\|\mathbf{v}_{\nu}^{\mathrm{T}}-c \nabla \nabla V\left(\mathbf{x}_{j}^{\nu}\right) X_{\nu}\right\|_{2}\left\|X_{\nu}^{-1}\right\|_{2}
\end{align*}
$$

Denote by $H: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ the Hessian matrix of the function $V$. By Taylor's theorem and because $V\left(\mathbf{x}_{j}^{\nu}\right)=\nabla V\left(\mathbf{x}_{j}^{\nu}\right) \mathbf{x}_{j}^{\nu}$ we have for every $k=1,2, \ldots, n, k \neq j$, that

$$
\begin{align*}
& V\left(\mathbf{x}_{k}^{\nu}\right)=V\left(\mathbf{x}_{j}^{\nu}\right)+\nabla V\left(\mathbf{x}_{j}^{\nu}\right)\left(\mathbf{x}_{k}^{\nu}-\mathbf{x}_{j}^{\nu}\right)  \tag{17}\\
&+\frac{1}{2}\left(\mathbf{x}_{k}^{\nu}-\mathbf{x}_{j}^{\nu}\right)^{\mathrm{T}} H(\boldsymbol{\xi})\left(\mathbf{x}_{k}^{\nu}-\mathbf{x}_{j}^{\nu}\right) \\
&= \nabla V\left(\mathbf{x}_{j}^{\nu}\right) \mathbf{x}_{k}^{\nu}+\frac{1}{2}\left(\mathbf{x}_{k}^{\nu}-\mathbf{x}_{j}^{\nu}\right)^{\mathrm{T}} H(\boldsymbol{\xi})\left(\mathbf{x}_{k}^{\nu}-\mathbf{x}_{j}^{\nu}\right)
\end{align*}
$$

for some $\boldsymbol{\xi}$ on the line segment between $\mathbf{x}_{j}^{\nu}$ and $\mathbf{x}_{k}^{\nu}$. Set $\widetilde{H}:=\frac{1}{2} \max _{\|\mathbf{x}\|_{\infty}=1}\|H(\mathbf{x})\|_{2}$. The $k$ th component of the
vector $c^{-1} \mathbf{v}^{\mathrm{T}}-\nabla V\left(\mathbf{x}_{j}^{\nu}\right) X_{\nu}$ is $V\left(\mathbf{x}_{k}^{\nu}\right)-\nabla V\left(\mathbf{x}_{j}^{\nu}\right) \mathbf{x}_{k}^{\nu}$ and can be bounded using (14) and (17) by

$$
\left|V\left(\mathbf{x}_{k}^{\nu}\right)-\nabla V\left(\mathbf{x}_{j}^{\nu}\right) \mathbf{x}_{k}^{\nu}\right| \leq \widetilde{H}\left\|\mathbf{x}_{k}^{\nu}-\mathbf{x}_{j}^{\nu}\right\|_{2}^{2} \leq \frac{n \widetilde{H}}{K^{2}}
$$

Combined with (16) this delivers

$$
\begin{aligned}
\left\|\mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1}-c \nabla V\left(\mathbf{x}_{j}^{\nu}\right)\right\|_{2} & \leq \sqrt{n} \cdot \frac{n \widetilde{H}}{K^{2}} \cdot c K \sqrt{3(n+1)} \\
& =n \sqrt{3 n(n+1)} \widetilde{H} c K^{-1}
\end{aligned}
$$

It follows, by using (9) and since $c \geq 2 \varepsilon_{2} / \alpha_{3}$, that

$$
\begin{aligned}
& \mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1} A_{i} \mathbf{x}_{j}^{\nu}= c \nabla V\left(\mathbf{x}_{j}^{\nu}\right) A_{i} \mathbf{x}_{j}^{\nu} \\
&+\left[\mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1}-c \nabla V\left(\mathbf{x}_{j}^{\nu}\right)\right] A_{i} \mathbf{x}_{j}^{\nu} \\
& \leq-c \alpha_{3}\left\|\mathbf{x}_{j}^{\nu}\right\|_{2} \\
&+\left\|\mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1}-c \nabla V\left(\mathbf{x}_{j}^{\nu}\right)\right\|_{2}\left\|A_{i} \mathbf{x}_{j}^{\nu}\right\|_{2} \\
& \leq-2 \varepsilon_{2}\left\|\mathbf{x}_{j}^{\nu}\right\|_{2} \\
& \quad+n \sqrt{3 n(n+1)} \widetilde{H} c K^{-1}\left\|A_{i}\right\|_{2}\left\|\mathbf{x}_{j}^{\nu}\right\|_{2}
\end{aligned}
$$

Thus, choosing $K^{*}$ so large that

$$
K^{*} \geq \frac{c n \sqrt{3 n(n+1)} \widetilde{H}}{\varepsilon_{2}} \cdot \max _{i=1,2, \ldots, N}\left\|A_{i}\right\|_{2}
$$

ensures constraints C 2 are fulfilled for every $K \geq K^{*}$.
We now use Theorem 1 to prove that we can just as well use the numerically more adequate triangulation $\mathcal{T}_{K}^{\mathbf{F}}$ in the LP problem in Section II-B and we still are guarantied to get a solution.

Theorem 2: Assume the origin is exponentially stable for the arbitrary switched system $\dot{\mathbf{x}} \in \operatorname{co}\left\{A_{i} \mathbf{x}\right\}$ corresponding to the systems (1). Then there exists a $K^{*} \in \mathbb{N}_{+}$such that the LP problem in Section II-B using the triangulation $\mathcal{T}=\mathcal{T}_{K}^{\mathrm{F}}$ has a feasible solution whenever $K \geq K^{*}$.

Proof: Let $K^{*}$ be as in Theorem 1 and let $K \geq K^{*}$. Let $\mathfrak{S}_{\nu}=\operatorname{co}\left(\mathbf{0}, \mathbf{y}_{1}^{\nu}, \mathbf{y}_{2}^{\nu} \ldots, \mathbf{y}_{n}^{\nu}\right) \in \mathcal{T}_{K}^{\mathbf{F}}$ be arbitrary. Then there is a simplex $\operatorname{co}\left(\mathbf{0}, \mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu} \ldots, \mathbf{x}_{n}^{\nu}\right) \in K^{-1} \mathcal{T}_{K}$ such that

$$
\mathbf{y}_{j}^{\nu}:=\frac{\left\|K \mathbf{x}_{j}^{\nu}\right\|_{\infty}}{\left\|K \mathbf{x}_{j}^{\nu}\right\|_{2}} K \mathbf{x}_{j}^{\nu}=F_{j}^{\nu} \mathbf{x}_{j}^{\nu}, \text { with } F_{j}^{\nu}:=\frac{K\left\|\mathbf{x}_{j}^{\nu}\right\|_{\infty}}{\left\|\mathbf{x}_{j}^{\nu}\right\|_{2}} \mathbf{x}_{j}^{\nu}
$$

for $j=1,2, \ldots, n$. With

$$
\begin{aligned}
Y_{\nu} & :=\left(\mathbf{y}_{1}^{\nu}, \mathbf{y}_{2}^{\nu}, \ldots, \mathbf{y}_{n}^{\nu}\right) \in \mathbb{R}^{n \times n} \\
X_{\nu} & :=\left(\mathbf{x}_{1}^{\nu}, \mathbf{x}_{2}^{\nu}, \ldots, \mathbf{x}_{n}^{\nu}\right) \in \mathbb{R}^{n \times n}, \text { and } \\
F_{\nu} & :=\operatorname{diag}\left(F_{1}^{\nu}, F_{2}^{\nu}, \ldots, F_{n}^{\nu}\right) \in \mathbb{R}^{n \times n},
\end{aligned}
$$

we have $Y_{\nu}=X_{\nu} F_{\nu}$ and $F_{\nu}^{\mathrm{T}}=F_{\nu}$. In particular, with $V_{\mathbf{x}}:=$ $c V(\mathbf{x})$, as in the proof of Theorem 1, and

$$
\mathbf{v}_{\nu}:=c \cdot\left(V\left(\mathbf{x}_{1}^{\nu}\right), V\left(\mathbf{x}_{2}^{\nu}\right), \ldots, V\left(\mathbf{x}_{n}^{\nu}\right)\right)^{\mathrm{T}}
$$

we have

$$
\mathbf{v}_{\nu}^{\mathbf{y}}:=c \cdot\left(V\left(\mathbf{y}_{1}^{\nu}\right), V\left(\mathbf{y}_{2}^{\nu}\right), \ldots, V\left(\mathbf{y}_{n}^{\nu}\right)\right)^{\mathrm{T}}=F_{\nu} \mathbf{v}_{\nu}
$$

because $V\left(\mathbf{y}_{j}^{\nu}\right)=V\left(F_{j}^{\nu} \mathbf{x}_{j}^{\nu}\right)=F_{j}^{\nu} V\left(\mathbf{x}_{j}^{\nu}\right)$ by Lemma 2.
We conclude the proof by showing that the constraints of the LP problem in Section II-B are fulfilled for the $\mathbf{y}_{j}^{\nu}$ because they are fulfilled for the $\mathbf{x}_{j}^{\nu}, j=1,2, \ldots, n$.

The constraints C 1 follow from

$$
\begin{aligned}
V_{\mathbf{y}_{j}^{\nu}} & =c V\left(F_{j}^{\nu} \mathbf{x}_{j}^{\nu}\right)=F_{j}^{\nu} c V\left(\mathbf{x}_{j}^{\nu}\right)=F_{j}^{\nu} V_{\mathbf{x}_{j}^{\nu}} \\
& \geq F_{j}^{\nu} \varepsilon_{1}\left\|\mathbf{x}_{j}^{\nu}\right\|_{2}=\varepsilon_{1}\left\|F_{j}^{\nu} \mathbf{x}_{j}^{\nu}\right\|_{2}=\varepsilon_{1}\left\|\mathbf{y}_{j}^{\nu}\right\|_{2} .
\end{aligned}
$$

The constraints C2 follow from

$$
\begin{aligned}
\left(\mathbf{v}_{\nu}^{\mathbf{y}}\right)^{\mathrm{T}} Y_{\nu}^{-1} A_{i} \mathbf{y}_{j}^{\nu} & =\mathbf{v}_{\nu}^{\mathrm{T}} F_{\nu}^{\mathrm{T}} F_{\nu}^{-1} X_{\nu}^{-1} A_{i} F_{j}^{\nu} \mathbf{x}_{j}^{\nu} \\
& =F_{j}^{\nu} \mathbf{v}_{\nu}^{\mathrm{T}} X_{\nu}^{-1} A_{i} \mathbf{x}_{j}^{\nu} \\
& \leq-F_{j}^{\nu} \varepsilon_{2}\left\|\mathbf{x}_{j}^{\nu}\right\|_{2}=-\varepsilon_{2}\left\|\mathbf{y}_{j}^{\nu}\right\|_{2}
\end{aligned}
$$

## IV. Conclusions

We proved, that the linear programming (LP) based approach from [1] for linear systems $\dot{\mathbf{x}}=A_{i} \mathbf{x}, i=1,2, \ldots, N$, always succeeds in computing a common Lyapunov function (CLF) if the corresponding arbitrary switched system $\dot{\mathrm{x}} \in$ $\operatorname{co}\left\{A_{i} \mathbf{x}\right\}$ has an exponentially stable equilibrium at the origin. In more detail, we proved in Theorem 2 that if the triangulation used by the method is fine enough, specified by a parameter $K \in \mathbb{N}_{+}$, then the resulting LP problem has a feasible solution. Thus, the method in [1], which computes continuous and piecewise affine (CPA) CLFs is not only more general than searching for a quadratic common Lyapunov functions (QCLFs) using linear matrix inequalities (LMIs), as suggest by the examples in [1], but is not limiting at all.

Although these theoretical results are very satisfactory, the curse of dimensionality remains a limiting factor in practice. It remains to be investigated how this practical problem can be eased, e.g. by using a kind of preconditioning as in [1], [2] and/or by using specific kinds of CPA functions parameterized with fewer parameters. This will be the subject of further research.

## References

[1] A. Andersen, P. Giesl, and S. Hafstein. Common Lyapunov functions for switched linearsystems: Linear programming based approach. IEEE Contr. Syst. Lett., 7:901-906, 2023.
[2] S. Andersen, E. August, S. Hafstein, and J. Piccini. Lyapunov function computation for linear switched systems: Comparison of SDP and LP approaches. In Proceedings of the 13th International Conference on Simulation and Modeling Methodologies, Technologies and Applications, volume 1, pages 61-70, 2023.
[3] R. Baier, L. Grüne, and S. Hafstein. Linear programming based Lyapunov function computation for differential inclusions. Discrete Contin. Dyn. Syst. Ser. B, 17(1):33-56, 2012.
[4] F. Blanchini. Nonquadratic Lyapunov functions for robust control. Automatica, 31(3):451-461, 1995.
[5] F. Blanchini and S. Miani. Set-theoretic methods in control. Systems \& Control: Foundations \& Applications. Birkhäuser, 2008.
[6] R. Brayton and C. Tong. Stability of dynamical systems: A constructive approach. IEEE Trans. Circuits and Systems, 26(4):224-234, Apr 1979.
[7] G. Davrazos and N. Koussoulas. A review of stability results for switched and hybrid systems. In Proceedings of 9th Mediterranean Conference on Control and Automation, Dubrovnik, Croatia, 2001.
[8] P. Giesl and S. Hafstein. Implementation of a fan-like triangulation for the CPA method to compute Lyapunov functions. In Proceedings of the 2014 American Control Conference, pages 2989-2994 (no. 0202), Portland (OR), USA, 2014.
[9] P. Giesl and S. Hafstein. Revised CPA method to compute Lyapunov functions for nonlinear systems. J. Math. Anal. Appl., 410(1):292-306, 2014.
[10] P. Giesl and S. Hafstein. Review of computational methods for Lyapunov functions. Discrete Contin. Dyn. Syst. Ser. B, 20(8):2291-2331, 2015.
[11] P. Giesl and S. Hafstein. Triangulations and error estimates for interpolating Lyapunov functions. SN Comput. Sci., 4:Article number: 364, 2023.
[12] R. Goebel, T. Hu, and A. Teel. Current Trends in Nonlinear Systems and Control. Systems and Control: Foundations \& Applications, chapter Dual Matrix Inequalities in Stability and Performance Analysis of Linear Differential/Difference Inclusions, pages 103-122. Birkhauser, 2006.
[13] S. Hafstein. Informatics in Control, Automation and Robotics, volume 793 of Lecture Notes in Electrical Engineering, chapter Sliding Modes and Lyapunov Functions for Differential Inclusions by Linear Programming, pages 584-606. Springer, 2022.
[14] D. Liberzon. Switching in systems and control. Systems \& Control: Foundations \& Applications. Birkhäuser, 2003.
[15] S. Marinósson. Lyapunov function construction for ordinary differential equations with linear programming. Dynamical Systems: An International Journal, 17(2):137-150, 2002.
[16] P. Mason, U. Boscain, and Y. Chitour. Common polynomial Lyapunov functions for linear switched systems. SIAM J. Control Optim., 45(1):226-245, 2006.
[17] P. Mason, Y. Chitour, and M. Sigalotti. On universal classes of Lyapunov functions forlinear switched systems. Automatica, 155:Article Nr. 111155, 2023.
[18] A. Molchanov and E. Pyatnitskiy. Lyapunov functions that specify necessary and sufficient conditions of absolute stability of nonlinear nonstationary control systems I, II. Automat. Remote Control, 47(3,4):344354, 443-451, 1986.
[19] A. Molchanov and E. Pyatnitskiy. Criteria of asymptotic stability of differential and difference inclusions encountered in control theory. Systems Control Lett., 13(1):59-64, 1989.
[20] Y. Ohta and M. Tsuji. A generalization of piecewise linear Lyapunov functions. In Proceedings of the 42nd IEEE Conference on Decision and Control., volume 5, pages 5091-5096, Dec 2003.
[21] A. Polanski. On absolute stability analysis by polyhedral Lyapunov functions. Automatica, 36(4):573-578, 2000.
[22] R. Shorten, F. Wirth, O. Mason, K. Wulff, and C. King. Stability criteria for switched and hybrid systems. SIAM Review, 49(4):545-592, 2007.
[23] Z. Sun and S. Ge. Stability Theory of Switched Dynamical Systems. Communications and Control Engineering. Springer, 2011.
[24] K. Wang and A. Michel. On the stability of a family of nonlinear timevarying system. IEEE Trans. Circuits and Systems, 43(7):517-531, Jul 1996.
[25] C. Yfoulis and R. Shorten. A numerical technique for the stability analysis of linear switched systems. Int. J. Control, 77(11):1019-1039, 2004.


[^0]:    S. Hafstein is with the University of Iceland, Faculty of Physical Sciences, Dunhagi 5, 107 Reykjavik, Iceland (email: shafstein@hi.is).

    Submitted 08/11/2023. This work was supported in part by the Icelandic Research Fund under Grant 228725-051.

