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Abstract. Continuous piecewise affine (CPA) functions have been success-
fully used to construct Lyapunov functions for autonomous ordinary differential

equations with an exponentially stable equilibrium. However, for time-periodic

systems this method cannot be used. In this paper, we develop a method to
compute a Lyapunov function for a time-periodic ordinary differential equa-

tion with a (known) exponentially stable periodic solution. While the usual

approach with a triangulation works away from the periodic solution, a new
approach is required in a neighborhood of the periodic solution. We derive suf-

ficient conditions for a Lyapunov function and, moreover, we prove a converse

theorem, showing that these conditions can always be satisfied if the triangu-
lation is sufficiently fine. Finally, we formulate the construction problem as a

linear programming problem and apply it to two examples. This paper deals

with the case of one spatial dimension, but we believe that the method can be
generalised to any dimension, which will be done in a subsequent paper.

1. Introduction. The determination of attractors and their basins of attraction in
dynamical systems is a very important task in applications. However, for nonlinear
systems, this is a challenge and can mostly not be achieved by analytical methods.
Therefore, many numerical methods have been developed.

One of the most successful methods is the method of Lyapunov functions. A
Lyapunov function V is a scalar-valued function, which has a minimum at the
attractor and is decreasing along trajectories of the system. Lyapunov functions
were introduced in [19] as a tool to determine the stability of equilibria of systems
of differential equations. The method of Lyapunov functions has been extended to
different systems such as nonautonomous systems [14, 23, 18], arbitrary switched
autonomous systems [13] and differential inclusions [4]. The classical definition of a
(strict) Lyapunov function requires the function to have a minimum on the attractor
(in our case the periodic orbit) and the orbital derivative, the derivative along
solutions, to be strictly negative apart from the attractor, see e.g. [18, Theorem
4.10] for time-periodic systems. There are Lyapunov functions with weaker sufficient
conditions, e.g. the decrease of the function is only required after a fixed time-step,
see e.g. [1] and [18, Theorem 8.5]. However, as these conditions are difficult to
verify in practice and an exponentially stable periodic orbit implies the existence of
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a Lyapunov function satisfying the classical definition, as we will show in a converse
theorem, we will use the classical definition.

Converse theorems establish the existence of such a Lyapunov function and have
been shown in a variety of contexts. For dynamical systems, given by a linear
right-hand side ẋ = Ax, the asymptotic stability of the equilibrium at the origin is
equivalent to the existence of a quadratic Lyapunov function, which can be found
solving a linear matrix equation, the so-called Lyapunov equation. For nonlinear
systems with an exponentially stable equilibrium, we can thus compute a Lyapunov
function for the linearised system, which is a local Lyapunov function for the nonlin-
ear system, i.e. a Lyapunov function in a neighborhood of the equilibrium. However,
if we want a reasonable estimate on the basin of attraction, or investigate stability
for more complicated systems, then we need to look for more advanced methods to
find Lyapunov functions.

The review [10] gives an overview over numerical methods to construct Lyapunov
functions; let us consider three of these numerical methods: the SOS method, the
CPA method and the RBF method. All three methods are designed to generate a
Lyapunov function for an autonomous system with exponentially stable equilibrium
at the origin.

The Sum of Squares method (SOS), developed by Parrilo in [22], analyses dy-
namical systems ẋ = f(x), where f is a polynomial. Then, this method introduces
a special type of polynomial called ‘SOS polynomial’. These polynomials are con-
structed as the sum of squared terms. By using computers, it is possible to find
a Lyapunov function V for ẋ = f(x) that is a SOS polynomial. By construction,
V satisfies all the conditions of a Lyapunov function and hence proves the stability
of the equilibrium point for the entire domain of V . For an overview of the SOS
method, we refer the reader to [3, 2].

Next, the RBF (radial basis functions) method is a general collocation method
that solves linear PDEs [5]. It uses radial basis functions to numerically solve the
Zubov equation. Finally, there is the CPA (continuous and piecewise affine) method,
which we will use in this paper and which will be explained in detail; CPA Lyapunov
functions for equilibria of autonomous systems have been studied in [20, 6, 9], but
the origins go back to [17, 16].

For the CPA method for an equilibrium consider the domain of a non-linear
system ẋ = f(x), f ∈ C2(Rn,Rn). First, we need to divide the domain of f into
simplices; Figure 1 (left) shows a triangulation into simplices in two dimensions. A
CPA Lyapunov function V is determined by the values at the vertices and is defined
as the affine interpolation on each simplex.

In [9] it is proven that for any such system ẋ = f(x) with an exponentially
stable equilibrium, it is always possible to find a Lyapunov function using this CPA
method. To do this, the authors present a modified triangulation method with a
triangular fan around the equilibrium, see Figure 1 (right).

In this paper we will consider a time-periodic system ẋ = f(t, x), where f(t +
T, x) = f(t, x) for all (t, x) ∈ R2, for some period T . We assume that x(t) = 0 is
a (periodic) solution of the system, i.e. f(t, 0) = 0 for all t ∈ R. In general, if we
know a periodic orbit of the dynamical system, we can then modify the system so
that the periodic orbit is at zero. To obtain a CPA function with minimum on the
periodic orbit, it is necessary to choose a triangulation such that the periodic orbit,
in this case the t-axis, is the union of 1-simplices.
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Figure 1. Left: Standard triangulation of R2. Right: Modified
triangulation with “fan” at the origin.

The main contribution of this paper is to develop the CPA method for time-
periodic systems with periodic orbits. We will establish sufficient conditions for the
existence of a CPA Lyapunov function for a periodic orbit and also prove a converse
theorem, ensuring that these conditions can always be fulfilled for a sufficiently
fine triangulation. In more detail, Theorem 4.1 shows that a Lyapunov function
exists for a time-periodic system with exponentially stable periodic solution at zero,
while Theorem 4.3 proves the existence of a CPA Lyapunov function, which can be
verified by checking that Constraints 3.2 and 3.12 are satisfied, if the triangulation
is sufficiently fine. We will, however, need to introduce a new way to define the
Lyapunov function near the periodic orbit, since the traditional CPA method and
triangulation does not work for these systems.
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Let us explain why the triangulation method does not work for time-periodic
systems in general. Consider the triangulation in Figure 1 (left), see Figure 2 for
detail in the (t, x)-plane. A CPA Lyapunov function would have to have a minimum
along the zero solution. If we assume that this minimum is 0, then we require
V (t, 0) = 0 for all t and V (t, x) > 0 for all x ̸= 0.

Figure 2. Zoom of the general triangulation method

Figure 2 shows the two types of triangles we get from the general triangulation
of the domain: yellow triangles have only one vertex on the x = 0 line (where the
zero solution is located), and we can choose the values at the other two vertices such
that the CPA Lyapunov function decreases within the yellow triangles. The blue
triangles, however, have two vertices (t0, x0), (t1, x1) with x0 = x1 = 0 on the x = 0
line and the value at those two vertices is necessarily V (t0, x0) = V (t1, x0) = 0. The

third vertex (t2, x2) satisfies x2 > 0. Hence, we have from (t, x) =
∑2

i=0 λi(ti, xi) =

(
∑2

i=0 λiti, λ2x2) with λi ≥ 0 and
∑2

i=0 λi = 1 that λ2 = x
x2
.

For any choice V (t2, x2) = c > 0 of the value at the last vertex we have

V (t, x) =

2∑
i=0

λiV (ti, xi) = λ2c =
xc

x2
.

Now consider the system ẋ = f(t, x) = −(1− sin(t))x with initial condition x(t0) =
ξ, which has the solution x(t) = ξ exp(t0 + cos(t0) − t − cos(t)). As the solution
fulfills

|x(t)| = exp(cos(t0)− cos(t)) exp(−(t− t0))|ξ| ≤ e2e−(t−t0)|ξ|
the zero solution x(t) = 0 is exponentially stable. However, since f(t, x) = 0 for
t = (1/2 + 2k)π, k ∈ Z, the CPA function V (t, x) above cannot be a Lyapunov
function for the system because on a blue triangle where t0 < π/2 ≤ t1 we have
V (t, x) = xc/x2 and for t = π/2 we get

V̇ (t, x) = Vt(t, x) + Vx(t, x)f(t, x) = 0 +
c

x2
f(π/2, x) = 0,

where Vt :=
∂V
∂t and Vx := ∂V

∂x .
Hence, we propose a new type of parameterization of the Lyapunov function

near the periodic orbit. We divide the domain D ⊂ ST × R under consideration
into a neighborhood R0 = ST × [−x∗, x∗] of the 0 solution and its complement; in
the complement we will use a classical CPA function with a suitable triangulation,
while we will define V differently in R0. Figure 3 shows the division into R0 and
D \R0, the latter with the standard triangulation.
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Figure 3. Definition of a CPA Lyapunov function for the time-
periodic system ẋ = f(t, x). In R0 := [0, T ] × [−x∗, x∗], the Lya-
punov function will be defined on each rectangle, while in the com-
plement, the Lyapunov function is a CPA function, defined on a
standard triangulation with triangles as shown.

We choose 0 = t0 < t1 < . . . < tn = T and define a Lyapunov function in a
rectangle [ti, ti+1]× [0, x∗] (case x > 0) or [ti, ti+1]× [−x∗, 0] (case x < 0) in R0 as
follows:

V (t, x) =
|x|
x∗

1∑
j=0

λjV (ti+j ,±x∗), (1)

where t =
∑1

j=0 λjti+j with
∑1

j=0 λj = 1 and 1 ≥ λj ≥ 0 and V (ti+j ,±x∗) are
given values of V at the vertices.

V is defined in D \ R0 in the classical way, i.e. for a triangle Sν with vertices
(tνi , x

ν
i ), i = 0, 1, 2, we set

V (t, x) =

2∑
j=0

λjV (tνj , x
ν
j ), (2)
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where (t, x) =
∑2

j=0 λj(t
ν
j , x

ν
j ) with

∑2
i=0 λj = 1 and 1 ≥ λj ≥ 0. To make sure

that the function V overall is well defined and continuous, we require that the ver-
tices at the boundary ∂R0 are the same for the rectangles and the triangles.

Let us give an overview over the paper: in Section 2 we introduce time-periodic
systems and Lyapunov functions for periodic solutions of such systems. In Section
3 we give sufficient conditions for a Lyapunov function for time-periodic systems,
while in Section 4 we show a converse theorem, proving that the conditions can be
fulfilled if the triangulation is sufficiently fine. Section 5 applies the method to two
examples before we conclude. This paper is partly based on the PhD thesis of the
third author [15].

2. Time-Periodic Dynamical System. In this paper we will consider time-
periodic dynamical systems in one spatial dimension.

Definition 2.1. Consider the non-linear equation

ẋ = f(t, x), (3)

where f ∈ C3(R2,R) and f(t+T, x) = f(t, x) for all t ∈ R, x ∈ R. We assume that
the solution x(t) of the initial value problem x(t0) = ξ0 exists for all t ≥ t0 and we
denote

ϕx(t; t0, ξ0) := x(t)

ϕ(t; t0, ξ0) := (t mod T, x(t))

Then (t, (t0, ξ)) 7→ ϕ(t; t0, ξ) defines a (semi-)dynamical system on ST × R, where
ST denotes the circle of circumference T . A periodic orbit is given by

{ϕ(t; 0, ξ) | t ∈ [0, T )}
for ξ ∈ R such that ϕx(T ; 0, ξ) = ξ.

Remark 2.2. If ϕx(t; 0, ξ) = p(t) is a (known) periodic orbit, then we can modify
the system (2.1) such that the periodic orbit is the zero solution by using y(t) =
x(t)− p(t), for which the ODE

ẏ = f̃(t, y) := f(t, y + p(t))− f(t, p(t))

holds.

In the following, we will thus assume that our time-periodic system has the zero
solution, i.e. f(t, 0) = 0 for all t. Its stability and basin of attraction in ST ×R can
be determined using a Lyapunov function.

Definition 2.3. A T -periodic strict Lyapunov function for the zero solution of
ẋ = f(t, x) as in Definition 2.1 with f(t, 0) = 0 for all t ∈ ST is a locally Lipschitz
function V : D → R, where ST × {0} ⊂ D◦ ⊂ ST × R which satisfies

1. V (t+ T, x) = V (t, x) for all (t, x) ∈ D (by definition),
2. V (t, 0) = 0 for all t and V (t, x) > 0 for all (t, x) ∈ D with x ̸= 0,
3. D+V (t, x) < 0 for all (t, x) ∈ D◦ with x ̸= 0.

Here, D+V (t, x) denotes the Dini-derivative as defined in [6, Definition 2.3]:

D+V (t, x) = lim sup
h→0+

V (ϕ(t+ h; t, x))− V (ϕ(t; t, x))

h

= lim sup
h→0+

V (t+ h, ϕx(t+ h; t, x))− V (t, x)

h
.
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Theorem 2.4. Let V be a Lyapunov function as in Definition 2.3 for the sys-
tem (2.1). Then the zero solution is asymptotically stable and any compact set
V −1([0, A]) with A > 0, which lies in D◦ is a subset of its basin of attraction.

The theorem can be proved by standard methods of the Lyapunov theory, e.g. by
adapting the proof of [21, Theorem 1.16] to time-periodic systems.

3. Sufficient conditions for a Lyapunov function. In this section, we will
formulate conditions that imply the existence of a Lyapunov function. We will first
consider a neighborhood R0 of the zero solution, where the Lyapunov function will
be defined on each rectangle of the form [ti, ti+1] × [0, x∗] or [ti, ti+1] × [−x∗, 0].
Later, we will triangulate D \ R◦

0 and define a CPA Lyapunov function as usual,
which will be compatible to the local definition and thus result in a continuous
function on D.

As mentioned in the introduction, the classical definition of CPA functions is
not suitable to define a Lyapunov function near the periodic orbit. Hence, we will
propose a different type of Lyapunov function locally.

Before we define the Lyapunov function, we use the fact that f(t, 0) = 0 for all
t ∈ ST to write the right-hand side in the form f(t, x) = xg(t, x).

Lemma 3.1. Let f ∈ C3(R2,R), f(t + T, x) = f(t, x) for all (t, x) ∈ R and
f(t, 0) = 0 for all t ∈ [0, T ]. Then

g(t, x) =

∫ 1

0

fx(t, τx)dτ, (4)

is in C2(R2,R), satisfies g(t+T, x) = g(t, x) for all (t, x) ∈ R and xg(t, x) = f(t, x)
for all (t, x) ∈ R2.

Proof. For the path τ 7→ (t, τx) from (t, 0) to (t, x) we have by the fundamental
theorem of calculus

f(t, x) = f(t, x)− f(t, 0) =

∫ 1

0

fx(t, τx) · x dτ = g(t, x)x.

We will define the Lyapunov function on the compact set D ⊂ ST × R, where
ST × {0} ⊂ D◦. Let x∗ > 0 be such that R0 = ST × [−x∗, x∗] ⊂ D◦. We divide
the domain R0 into rectangles, while the area outside R0 will be triangulated by
triangles (simplices), see Figure 3.

3.1. Lyapunov Function in R0 near the periodic orbit. In this part, we will
consider R0 = ST × [−x∗, x∗] and split it into rectangles. Let 0 = t0 < t1 < t2 <
. . . < tn = T and consider the function g from Lemma 3.1. We will assume that
the values V(ti,±x∗) at the points (ti,±x∗), respectively, for i = 0, . . . , n satisfy the
Constraints 3.2; then we will use these values to construct a Lyapunov function in
R0 in Theorem 3.4.

Constraints 3.2. Let f ∈ C3(R2,R), f(t + T, x) = f(t, x) for all (t, x) ∈ R,
f(t, 0) = 0 for all t ∈ [0, T ] and g be defined as in Lemma 3.1; by that lemma,
gt and gtt are continuous and time-periodic functions, and thus the maxima on
compact sets below are well defined and finite.

Let 0 = t0 < t1 < t2 < . . . < tn = T , x∗ > 0 and

g̈max = max
t∈[0,T ]

max
x∈[−x∗,x∗]

|gtt(t, x)|
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ġmax = max
t∈[0,T ]

max
x∈[−x∗,x∗]

|gt(t, x)|

gmax(i,+) = max
x∈[0,x∗]

g(ti, x) for all i ∈ {0, . . . , n− 1},

gmax(i,−) = max
x∈[−x∗,0]

g(ti, x) for all i ∈ {0, . . . , n− 1},

Ei = (ti+1 − ti)
2(Cg̈max + 2Dġmax) for all i ∈ {0, . . . , n− 1}.

Given V(ti,±x∗) for all i ∈ {0, 1, 2, . . . , n}, and C, D ∈ R, we assume

1. V(ti,±x∗) ≥ x∗ for all i ∈ {0, 1, 2, . . . , n},
2. V(ti,±x∗) ≤ C for all i ∈ {0, 1, 2, . . . , n},
3. V (t0,±x∗) = V (tn,±x∗).

4.
∣∣∣V(ti+1,±x∗)−V(ti,±x∗)

ti+1−ti

∣∣∣ ≤ D for all i ∈ {0, 1, 2, . . . , n− 1},

5.
V(ti+1,±x∗)−V(ti,±x∗)

ti+1−ti
+ gmax(i,±)V(ti,±x∗) + Ei ≤ −x∗, and

V(ti+1,±x∗)−V(ti,±x∗)

ti+1−ti
+ gmax(i+ 1,±)V(ti+1,±x∗) + Ei ≤ −x∗

for all i ∈ {0, 1, 2, . . . , n− 1}.

Now, we can define a function V (t, x) as follows:

Definition 3.3. Given R0 with 0 = t0 < t1 < t2 < . . . < tn = T , x∗ > 0 as above
and V(ti,±x∗) for all i ∈ {0, 1, 2, . . . , n} with V(t0,±x∗) = V(tn,±x∗), we can define a
function V : R0 → R as follows.

Let (t, x) ∈ R0, |x| ≤ x∗. Then there exists i ∈ {0, 1, 2, . . . , n − 1} such that

ti ≤ t ≤ ti+1 and thus we can write t =
∑1

j=0 λjti+j with
∑1

j=0 λj = 1 and

1 ≥ λj ≥ 0. Then, we define the function V (t, x) as follows:

V (t, x) =
|x|
x∗

1∑
j=0

λjV(ti+j ,±x∗), (5)

where ± is determined by the sign of x; note that V (t, 0) = 0.
The function V is well defined and continuous on R0 and its restriction to each

rectangle [ti, ti+1]× [0, x∗] or [ti, ti+1]× [−x∗, 0] is C∞.

The next theorem shows that if the values V(ti,±x∗) satisfy the Constraints 3.2,
then the function V as in Definition 3.3 is a Lyapunov function for the system
ẋ = f(t, x) on R0.

Theorem 3.4. Consider the system ẋ = f(t, x) = xg(t, x), with f ∈ C3(ST ×R,R)
and f(t, 0) = 0 for all t. Assume the values V(ti,±x∗) satisfy Constraints 3.2.

Then the function V (t, x) from Definition 3.3 is a Lyapunov function for this
system satisfying :

1. V (t, 0) = 0 for all t ∈ ST ,
2. V (t, x) ≥ |x| for all (t, x) ∈ R0,
3. Denote by V

∣∣
(i,±)

the restriction of V to the rectangle [ti, ti+1] × [0, x∗] or

[ti, ti+1]× [−x∗, 0]. For each such rectangle we have

V̇
∣∣
(i,±)

(t, x) ≤ −|x| for all (t, x) in the rectangle.

Before we prove Theorem 3.4, we compute the derivatives of the function V (t, x)
on each rectangle.

Lemma 3.5. For V (t, x) from Definition 3.3, restricted to the rectangle [ti, ti+1]×
[0, x∗] (case +) or [ti, ti+1]× [−x∗, 0] (case −), i ∈ {0, . . . , n− 1}, we have
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1. Vt(t, x) =
|x|
x∗

V(ti+1,±x∗)−V(ti,±x∗)

ti+1−ti
,

2. Vx(t, x) =
±

∑1
j=0 λjV(ti+j ,±x∗)

x∗ for x ̸= 0,

where t =
∑1

j=0 λjti+j with
∑1

j=0 λj = 1 and λj ≥ 0 for j = 0, 1.

Proof. We fix a rectangle [ti, ti+1]× [0, x∗] (case +) or [ti, ti+1]× [−x∗, 0] (case −),
and compute the derivative at a point (t, x) in this rectangle. The values for λ0, λ1

as defined above are

λ0 =
ti+1 − t

ti+1 − ti
and λ1 =

t− ti
ti+1 − ti

.

We first compute

Vt(t, x) =
d

dt

|x|
x∗

1∑
j=0

λjV(ti+j ,±x∗)

=
|x|
x∗

d

dt

(
ti+1 − t

ti+1 − ti
V(ti,±x∗) +

t− ti
ti+1 − ti

V(ti+1,±x∗)

)
=

|x|
x∗

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti

The x-derivative at x ̸= 0 is given by

Vx(t, x) =
d

dx

|x|
x∗

1∑
j=0

λjV(ti+j ,±x∗) =
±1

x∗

1∑
j=0

λjV(ti+j ,±x∗),

where the sign corresponds to the rectangle. This shows the lemma.

The next remark links the Dini derivative to the derivative of V on each of
the rectangles or simplices and enables us to prove the statement about the Dini
derivative by considering the derivative of V restricted to each simplex/rectangle.

Remark 3.6. If a subset D ⊂ ST ×Rn is subdivided into a finite number of convex
sets Dν and the restrictions V ν := V

∣∣
Dν of a locally Lipschitz function V : D → R

fulfill that V ν is differentiable and

V̇ ν(t, x) = V ν
t (t, x) + V ν

x (t, x) · f(t, x) ≤ −∥x∥
on each Dν , then D+V (t, x) ≤ −∥x∥ for every (t, x) ∈ D◦, because for every
(t, x) ∈ D◦ there are Dν and h∗ > 0 such that (t + h, x + hf(t, h)) ∈ Dν for all
0 ≤ h ≤ h∗. For a proof of this fact see e.g. [7, Theorem 2.3].

We are now ready to prove Theorem 3.4.

Proof. [of Theorem 3.4] The first condition is satisfied by Definition 3.3.
To prove 2., let (t, x) be a general point on the rectangle determined by (i,±) for

i = 0, 1, 2, . . . , n− 1. Then we can write (t, x) =
∑1

j=0 λj(ti+j , x) for λ0, λ1 ∈ [0, 1]

with
∑1

j=0 λj = 1. Also, note that by the first constraint we have V(ti,±x∗) ≥ x∗.
Then,

V (t, x) = V

 1∑
j=0

λj(ti+j , x)

 =

1∑
j=0

λj
|x|
x∗ V (ti+j ,±x∗) ≥

1∑
j=0

λj
|x|
x∗ x

∗ = |x|.

To prove 3., fix a point (t, x) ∈ R0 and (i,±) with i = 0, 1 . . . , n−1 such that (t, x)
lies in [ti, ti+1] × [0, x∗] for (i,+) or [ti, ti+1] × [−x∗, 0] for (i,−), respectively. Let
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again (t, x) =
∑1

j=0 λj(ti+j , x) for λ0, λ1 ∈ [0, 1] with
∑1

j=0 λj = 1. We will show

V̇
∣∣
(i,±)

(t, x) = Vt(t, x)+Vx(t, x)f(t, x) ≤ −|x|, where V
∣∣
(i,±)

denotes the restriction

of V to the rectangle [ti, ti+1]× [0, x∗] or [ti, ti+1]× [−x∗, 0], respectively. By writing
f(t, x) = xg(t, x), we obtain with Lemma 3.5, where ± denotes the rectangle and
the sign of x,

V̇ (t, x) = Vt(t, x) + Vx(t, x)xg(t, x)

=
|x|
x∗

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti
+ xg(t, x)

±1

x∗

1∑
j=0

λjV(ti+j ,±x∗)


=

|x|
x∗

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti
+ g(t, x)

1∑
j=0

λjV(ti+j ,±x∗)


=

|x|
x∗ F (t, x)

using λ0 and λ1 from the proof of Lemma 3.5, where we define

F (t, x) =
V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti

+g(t, x)
t(V(ti+1,±x∗) − V(ti,±x∗)) + ti+1V (ti,±x∗)− tiV (ti+1,±x∗)

ti+1 − ti
.

We estimate |F (
∑1

j=0 λjti+j , x)−
∑1

j=0 λjF (ti+j , x)| using Taylor expansion of

F with respect to t around (ti, x): there are tα, tβ0
, tβ1

∈ (ti, ti+1) such that∣∣∣∣∣∣F
 1∑

j=0

λjti+j , x

−
1∑

j=0

λjF (ti+j , x)

∣∣∣∣∣∣
=

∣∣∣∣F (ti, x) + Ft(ti, x)

1∑
j=0

λj(ti+j − ti) +
1

2
Ftt(tα, x)

 1∑
j=0

λj(ti+j − ti)

2

−
1∑

j=0

λjF (ti, x)−
1∑

j=0

λjFt(ti, x)(ti+j − ti)−
1

2

1∑
j=0

λjFtt(tβj
, x)(ti+j − ti)

2

∣∣∣∣
≤ 1

2
(|Ftt(tα, x)|+ |Ftt(tβ1

, x)|) (ti+1 − ti)
2

≤ Mi(ti+1 − ti)
2, (6)

where we define Mi = maxt∈[ti,ti+1] maxx∈[−x∗,x∗] |Ftt(t, x)|; note that Ftt is con-
tinuous. We also have used λj ∈ [0, 1]. Next, we establish a bound for Mi by
considering Ftt(t, x) for (t, x) ∈ [ti, ti+1]× [−x∗, x∗]

|Ftt(t, x)| ≤
∣∣∣∣gtt(t, x) t(V(ti+1,±x∗) − V(ti,±x∗)) + ti+1V(ti,±x∗) − tiV(ti+1,±x∗)

ti+1 − ti

+ 2gt(t, x)
V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti

∣∣∣∣
≤ |gtt(t, x)|

(
V(ti+1,±x∗)(t− ti)

ti+1 − ti
+

V(ti,±x∗)(ti+1 − t)

ti+1 − ti

)
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+ |2gt(t, x)|
∣∣∣∣V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti

∣∣∣∣
≤ |gtt(t, x)|

(
C(t− ti)

ti+1 − ti
+

C(ti+1 − t)

ti+1 − ti

)
+ 2|gt(t, x)|D

using Constraints 3.2, 2. and 4.

= |gtt(t, x)|
C(ti+1 − ti)

ti+1 − ti
+ 2|gt(t, x)|D

= |gtt(t, x)|C + 2|gt(t, x)|D.

Using the definition of ġmax and g̈max in Constraints 3.2 we have

Mi ≤ Cg̈max + 2Dġmax. (7)

Now we prove that V̇ (x, t) = |x|
x∗ F (t, x) ≤ −|x| for V restricted to [ti, ti+1]×[0, x∗]

if x ≥ 0 or [ti, ti+1]× [−x∗, 0] if x ≤ 0. We have

V̇

 1∑
j=0

λj(ti+j , x)


=

|x|
x∗ F

 1∑
j=0

λjti+j , x


=

|x|
x∗

 1∑
j=0

λjF (ti+j , x) + F

 1∑
j=0

λjti+j , x

−
1∑

j=0

λjF (ti+j , x)


≤ |x|

x∗

 1∑
j=0

λjF (ti+j , x) +Mi(ti+1 − ti)
2

 using (6)

≤ |x|
x∗

[
λ0F (ti, x) + λ1F (ti+1, x) + (ti+1 − ti)

2(Cg̈max + 2Dġmax)
]
using (7)

=
|x|
x∗

[
λ0

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti
+ λ0g(ti, x)V(ti,±x∗) + λ1

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti

+λ1g(ti+1, x)V(ti+1,±x∗) + (ti+1 − ti)
2(Cg̈max + 2Dġmax)

]
≤ |x|

x∗

[
λ0(−x∗ − Ei) + λ1(−x∗ − Ei) + (ti+1 − ti)

2(Cg̈max + 2Dġmax)
]

using Constraints 3.2, 5.

=
|x|
x∗

[
(λ0 + λ1)(−x∗ − Ei) + (ti+1 − ti)

2(Cg̈max + 2Dġmax)
]

=
|x|
x∗

[
−x∗ − Ei + (ti+1 − ti)

2(Cg̈max + 2Dġmax)
]

=
|x|
x∗ (−x∗) = −|x|

where we have used the definition of Ei. By Remark 3.6 it follows that V is a
Lyapunov function. This proves the theorem.

This finishes this section. We will now consider the area D \ R◦
0, the domain

outside of the close neighbourhood of x = 0.
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3.2. Lyapunov Function in D \ R◦
0. We now consider the area D \ R◦

0, which
we will triangulate and where we will use the classical CPA functions. At the
boundary ∂R0, we use the same vertices (ti,±x∗) as in R0, which will ensure that
the function overall is continuous. The simplest way of achieving this is to use the
standard triangulation sketched in Figure 3 outside R0, but we will prove the results
using a more general triangulation.

Definition 3.7. Let p ∈ {0, 1, 2}. A p-simplex is a set

Sν = co(x̃0, . . . , x̃p) := {(t, x) ∈ ST × R : (t, x) =

p∑
i=0

λix̃i,

p∑
i=0

λi = 1, λi ≥ 0}

with vertices x̃i ∈ ST × R, such that x̃0, . . . , x̃p are affinely independent (i.e. the
vectors x̃1 − x̃0, . . . , x̃p − x̃0 are linearly independent) – this definition does not
depend on the choice of x̃0.

We require that the triangulation of D \R◦
0 is compatible at the boundary with

the triangulation of ∂R0 = ST × {±x∗}, namely that its vertices in ∂R0 are the
(ti,±x∗) from Constraints 3.2.

Definition 3.8. A triangulation of D\R◦
0 is a collection of finitely many 2-simplices

Sν = co(x̃ν
0 , x̃

ν
1 , x̃

ν
2), ν = 1, . . . , N , with vertices Vν = {x̃ν

0 , x̃
ν
1 , x̃

ν
2} ⊂ ST × R, such

that for any two simplices Sν and Sµ with ν ̸= µ the intersection Sν ∩ Sµ is either

empty, or a p-simplex, where p ∈ {0, 1} and D \R◦
0 =

⋃N
ν=1 Sν . Denote V =

⋃
ν Vν .

Moreover, we require that for each ν, if xν
i ≥ x∗ for i ∈ {0, 1, 2}, then also xν

j ≥ x∗

holds for all j ∈ {0, 1, 2}, while if xν
i ≤ −x∗ i ∈ {0, 1, 2}, then also xν

j ≤ −x∗ holds
for all j ∈ {0, 1, 2}.

We say that the triangulation is compatible with the triangulation of ∂R0 from
Constraints 3.2 if the following holds: If Sν ∩∂R0 ̸= ∅, then Vν ∩∂R0 = {(ti,±x∗)}
with i ∈ {0, . . . , n} or Vν ∩ ∂R0 = {(ti,±x∗), (ti+1,±x∗)} with i ∈ {0, . . . , n− 1}.

Finally, we denote

hν := max
i,j=0,1,2

dist(x̃i, x̃j),

where dist((s, x), (t, y))2 = |x − y|2 + min(|s − t|, |s − t + T |, |s − t − T |)2 denotes
the distance in ST × R. The triangulation is called (h, d)-bounded, if

1. hν ≤ h and
2. hν∥X−1

ν ∥2 ≤ d

holds for all ν = 1, . . . , N , where Xν =

(
tν1 − tν0 xν

1 − xν
0

tν2 − tν0 xν
2 − xν

0

)
denotes the shape

matrix of the simplex Sν = co((tν0 , x
ν
0), (t

ν
1 , x

ν
1), (t

ν
2 , x

ν
2)), see [11, Definition 2.8].

Remark 3.9. The standard triangulation is (h, 2
√
2) bounded for h >

√
2, see

[11, Lemma 2.15]. The scaled standard triangulation, multiplied by s is (sh, 2
√
2)

bounded for h >
√
2, so we can use d = 2

√
2 for any s.

We can now define the CPA function V on this triangulation. We will show that
if we extend the definition of V on R0 as in Definition 3.3 to the entire set D, then
the resulting function is continuous on D.

Definition 3.10. Consider the triangulation Sν , ν ∈ {1, . . . , N} of D \ R◦
0 as in

Definition 3.8. Assume that for each vertex x̃ = (t, x) ∈ V, the value V(t,x) is given.
For (t, x) ∈ R0, V is defined in Definition 3.3.
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Let (t, x) ∈ D \ R◦
0. Then there exists ν ∈ {1, . . . , N} such that (t, x) ∈ Sν =

co(x̃ν
0 , x̃

ν
1 , x̃

ν
2) and hence there exist λ0, λ2, λ2 ∈ [0, 1] such that

∑2
i=0 λi = 1 and

(t, x) =
∑2

i=0 λix̃
ν
i . Then, we define

V (t, x) =

2∑
i=0

λiVx̃i
. (8)

Lemma 3.11. The function V : D → R defined above is continuous in D and V
∣∣
Sν

is given by

V (t, x) = ∇Vν ·
(

t
x

)
+ aν , (9)

where aν ∈ R and ∇Vν = X−1
ν

(
Vx̃1 − Vx̃0

Vx̃2 − Vx̃0

)
is the (constant) gradient of V

∣∣
Sν
;

the shape matrix Xν was defined in Definition 3.8.

Proof. To prove this lemma it is sufficient to prove the continuity of V (t, x) on
ST × {±x∗}.

First note that both Definition 3.3 and Definition 3.10 define the function V at
∂R0. We will show below that these values are the same and thus the function is
well defined.

Fix a general point (t,±x∗) for t ∈ ST . Let us first consider R0 and let i ∈
{0, . . . , n−1} be such that t ∈ [ti, ti+1). Then the Lyapunov function in R0 for this
point by Definition 3.3 is given by

V (t,±x∗) =
|x∗|
x∗

1∑
j=0

λjV(ti+j ,±x∗) = λ0V(ti,±x∗) + λ1V(ti+1,±x∗), (10)

where t =
∑1

j=0 λjti+j with λj ≥ 0 and
∑1

j=0 λj = 1.

Since (t,±x∗) also lies in D \ R◦
0, it lies in a triangle (t,±x∗) ∈ co(x̃ν

0 , x̃
ν
1 , x̃

ν
2).

Either one or two of the vertices lie on the line ST ×{±x∗}; all three is contradictory
to them being linearly affine. Indeed, if none of them lies on the line, say, x∗, then
xν
j > x∗ for all j and any point (t, x) ∈ co(x̃ν

0 , x̃
ν
1 , x̃

ν
2) satisfies

x =

2∑
j=0

λjxj >

2∑
j=0

λjx
∗ = x∗,

which is a contradiction to (t, x∗) ∈ Sν .
Now, if exactly one vertex is on the line, say xν

0 = x∗ and xν
j > x∗ for j = 1, 2,

then, with a similar argumentation as above, we have that the point (t, x∗) =
(tν0 , x

ν
0), λ0 = 1 and the value of V defined by Definition 3.10 is

V (t, x) = V(t0,x0)

and the same as in (10).
If exactly two vertices are on the line, say xν

j = x∗ for j = 0, 1 and xν
2 > x∗,

then, with a similar argumentation as above, we have that (t, x∗) =
∑2

j=0(t
ν
j , x

ν
j ),

λ2 = 0. By Definition 3.8 we have tν0 = ti and tν1 = ti+1 and the value of V defined
by Definition 3.10 is

V (t, x) =

1∑
j=0

λjV(tνj ,x
ν
j )

= λ0V(ti,x∗) + λ1V(ti+1,x∗)
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and the same as in (10).

Now we can formulate the main result of this section. Theorem 3.13 shows the
existence of a CPA Lyapunov function for the system ẋ = f(t, x) onD if Constraints
3.2 and 3.12 hold.

To show that V satisfies the same estimates in D \ R0 as in R0, we require the
following constraints on the values V(t,x) for vertices (t, x); note that these are the
classical constraints, used for CPA functions before.

Constraints 3.12. Let {Sν}ν=1,...,N be a triangulation of D\R◦
0 and denote Hf =

max(t,x)∈D ∥Hess f(t, x)∥2. The constraints on the values of V(t,x) for each vertex
(t, x) of the triangulation and for the values Dν ∈ R are as follows:

1. V(t,x) ≥ |x| for all (t, x) ∈ V,
2. ∥∇Vν∥1 ≤ Dν for all ν,
3. for all ν and all i = 0, 1, 2:

∇Vν ·
(

1
f(tνi , x

ν
i )

)
+DνHfh

2
ν ≤ −|xν

i |,

where Sν = co(x̃ν
0 , x̃

ν
1 , x̃

ν
2) = co((tν0 , x

ν
0), (t

ν
1 , x

ν
1), (t

ν
2 , x

ν
2)) and ∇ =

(
∂t
∂x

)
.

Theorem 3.13. Consider the periodic system ẋ = f(t, x), for f ∈ C3(ST × R,R)
and f(t, 0) = 0 for all t. Let D be a compact, connected set such that ST×{0} ⊂ D◦.
Let x∗ > 0 be so small that R0 := ST × [−x∗, x∗] ⊂ D◦ and let 0 = t0 < t1 < . . . <
tn = T be given. Let {Sν}ν=1,...,N be a triangulation of D \R◦

0 as in Definition 3.8,
compatible with the triangulation of ∂R0, and let the values V(t,x) for all (t, x) ∈ V
satisfy Constraints 3.2 and 3.12.

Then, the function V : D → R, defined on R0 by Definition 3.3 and on D \ R◦
0

by Definition 3.10 is continuous and a Lyapunov function of this system satisfying

1. V (t, 0) = 0 for all t ∈ ST ,
2. V (t, x) ≥ |x| for all (t, x) ∈ D,
3. D+V (t, x) ≤ −|x| for all (t, x) ∈ D◦.

Proof. We have already shown that V is continuous and we also have verified the
properties for (t, x) ∈ R◦

0.
Now consider a point (t, x) ∈ D \R◦

0; note that x ̸= 0, so we do not need to show

the first property. We assume (t, x) ∈ Sν and can thus write (t, x) =
∑2

i=0 λix̃
ν
i

with λi ∈ [0, 1] and
∑2

i=0 λi = 1.
For the second property we have, using 1. of Constraints 3.12

V (t, x) = V

(
2∑

i=0

λix̃
ν
i

)
=

2∑
i=0

λiV(tνi ,x
ν
i )

≥
2∑

i=0

λi|xν
i | ≥

∣∣∣∣∣
2∑

i=0

λix
ν
i

∣∣∣∣∣ = |x|

To prove the third property, we will show for each ν and for all (t, x) ∈ Sν that

∇Vν ·
(

1
f(t, x)

)
≤ −|x|, which implies the result for the Dini derivative, together

with point 3. of Theorem 3.4, see Remark 3.6. We also use the following result from
[6, Proposition 2.2] ∣∣∣∣∣∣f

 2∑
j=0

λj x̃
ν
j

−
2∑

j=0

λjf(x̃
ν
j )

∣∣∣∣∣∣ ≤ h2
νH

ν
f , (11)
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where Sν = co(x̃ν
0 , x̃

ν
1 , x̃

ν
2) is a 2-simplex with diameter hν and we denote Hν

f =

max(t,x)∈Sν
∥Hess f(t, x)∥2. Note that by definition Hν

f ≤ Hf for all ν. We have

∇Vν ·
(

1
f(t, x)

)
= ∇Vν ·

(
1

f(
∑2

j=0 λj x̃ν
j )

)

=

2∑
j=0

λj∇Vν

(
1

f(x̃ν
j )

)
+∇Vν ·

(
1

f(
∑2

j=0 λj x̃ν
j )

)
−

2∑
j=0

λj∇Vν

(
1

f(x̃ν
j )

)

≤
2∑

j=0

λj∇Vν

(
1

f(x̃ν
j )

)
+ ∥∇Vν∥1 ·

∥∥∥∥∥
(

1

f(
∑2

j=0 λj x̃ν
j )

)
−
(

1∑2
j=0 λjf(x̃ν

j )

)∥∥∥∥∥
∞

≤
2∑

j=0

λj∇Vν

(
1

f(x̃ν
j )

)
+Dν

∣∣∣∣∣∣f
 2∑

j=0

λj x̃
ν
j

−
2∑

j=0

λjf(x̃
ν
j )

∣∣∣∣∣∣
using Constraints 3.12, 2.

≤
2∑

j=0

λj∇Vν

(
1

f(x̃ν
j )

)
+DνHfh

2
ν using (11)

≤
2∑

j=0

λj

[
∇Vν

(
1

f(x̃ν
j )

)
+DνHfh

2
ν

]

≤
2∑

j=0

λj(−|xν
j |) using Constraints 3.12, 3.

= −
2∑

j=0

λj |xν
j | = −

∣∣∣∣∣∣
2∑

j=0

λjx
ν
j

∣∣∣∣∣∣ = −|x|

since all xν
j have the same sign. This concludes the proof.

In this section, we have established sufficient conditions for the existence of a
CPA Lyapunov function for a periodic orbit. In the next section we will show that,
for sufficiently fine triangulations, it is always possible to satisfy these constraints.

4. Converse theorem. In this section we will show that for sufficiently fine trian-
gulations it is always possible to find values which satisfy the Constraints 3.2 and
3.12. The main idea is to first show the existence of a Lyapunov function w with
certain properties and then to use its values at the vertices of a sufficiently fine tri-
angulation. The function w will be defined as the square root of a smooth Lyapunov
function v. While the smooth Lyapunov function v is taken nearly directly from
[18, Theorem 4.14], the idea of using w =

√
v is inspired by [8, Theorems 6 and

7], where a local version of the following theorem is proved; we, however, require a
Lyapunov function which is defined on any given compact subset D of the basin of
attraction.
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Theorem 4.1. Consider ẋ = f(t, x) with f ∈ C3(ST × R,R) and assume that
f(t, 0) = 0 for all t ∈ ST . Furthermore, assume that the zero solution is an exponen-
tially stable solution with basin of attraction A(0). Let ST × {0} ⊂ D◦ ⊂ D ⊂ A(0)
be a compact set in ST × R.

Then there exists a function v ∈ C3(D,R) and constants c1, c2, c3, c4 > 0 satis-
fying

1. c1|x|2 ≤ v(t, x) ≤ c2|x|2
2. v̇(t, x) ≤ −c3|x|2
3. |vx(t, x)| ≤ c4|x|

for all (t, x) ∈ D. Here, v̇(t, x) = vt(t, x) + vx(t, x)f(t, x) denotes the orbital deriv-
ative.

For the function w =
√
v we have w ∈ C3(D \ (ST × {0}),R) ∩ C(D,R) and

constants a, b, c, Cwx > 0 satisfying

1. a|x| ≤ w(t, x) ≤ b|x| for all (t, x) ∈ D,
2. ẇ(t, x) ≤ −c|x| for all (t, x) ∈ D,
3. |wx(t, x)| ≤ Cwx for all (t, x) ∈ D with x ̸= 0.

Proof. In a similar way as [18, Theorem 4.14.], but for a time-periodic system on a
compact subset D of its basin of attraction, we can define a function v ∈ C3(D,R)
satisfying the properties mentioned in the theorem. Note that the conditions for
exponential stability hold in the entire compact set D. The function is of the form

v(t, x) =
∫ t+δ

t
ϕx(τ ; t, x)2 dτ for suitable δ > 0. Note that v(t, x) = 0 if and only if

x = 0, and v(t, x) > 0 for x ̸= 0.

We define w(t, x) =
√
v(t, x), which is continuous on D. For the derivatives we

have

wt(t, x) =
vt(t, x)

2w(t, x)
, wx(t, x) =

vx(t, x)

2w(t, x)
, and ẇ(t, x) =

v̇(t, x)

2w(t, x)

for x ̸= 0. Note that ẇ can still be defined on x = 0 as the orbital derivative
ẇ(t, x) = d

dτw(ϕ(τ ; t, x))
∣∣
τ=t

exists and is 0 for x = 0. We have

√
c1|x| ≤

√
v(t, x) = w(t, x) ≤

√
c2|x|

which shows 1. with a =
√
c1 and b =

√
c2. For x ̸= 0 we have

ẇ(t, x) ≤ −c3
|x|2

2w(t, x)
≤ − c3

2
√
c2

|x|2

|x|
= −c|x|

and

|wx(t, x)| ≤
c4|x|

2w(t, x)
≤ c4

2
√
c1

=: Cwx

which shows the theorem with c = c3
2
√
c2
.

Remark 4.2. By replacing the functions v and w with the functions ṽ = c̃2v and

w̃ = c̃
√
v, respectively, with c̃ = max

(
1√
c1
,
4
√
c2

c3

)
, we can achieve that a ≥ 1 and

c ≥ 2 in Theorem 4.1; we will assume this in the next theorem.

We are now ready to prove a converse theorem, ensuring that the Constraints
3.2 and 3.12 can be fulfilled, if the triangulation is sufficiently fine.
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Theorem 4.3. Consider the system ẋ = f(t, x) with f ∈ C3(ST × R,R) and
f(t, 0) = 0 for all t. Let the zero solution be exponentially stable with basin of
attraction A(0), let D be a compact subset of ST×R with ST×{0} ⊂ D◦ ⊂ D ⊂ A(0)
and fix d > 0.

Then there exists a constant x > 0 with the following property: For any x∗ ∈ (0, x]
there exists a constant h = h(x∗) > 0 such that for R0 = ST × [−x∗, x∗] and any
0 = t0 < t1 < . . . < tn = T with maxi=0,...,n−1 |ti+1− ti| ≤ h and any (h, d)-bounded
triangulation of D \ R◦

0, which is compatible to the triangulation of ∂R0, there are
values for the V(t,x), (t, x) ∈ V and for Dν , C,D, such that Constraints 3.2 and 3.12
are satisfied.

Proof. Denote by v, w : D → R the functions from Theorem 4.1 with a ≥ 1 and
c ≥ 2, see Remark 4.2, and by g ∈ C2(ST × R,R) the function from Lemma 3.1.
Fix δ > 0 such that ST × [−δ, δ] ⊂ D◦. We define the following constants, noting
that the functions are continuous on the compact sets

Cg = max
(t,x)∈ST×[−δ,δ]

|g(t, x)|,

Cgx = max
(t,x)∈ST×[−δ,δ]

|gx(t, x)|,

Cgt = max
(t,x)∈ST×[−δ,δ]

|gt(t, x)|,

Cgtt = max
(t,x)∈ST×[−δ,δ]

|gtt(t, x)|,

Cvxx = max
(t,x)∈ST×[−δ,δ]

|vxx(t, x)|,

Cvxxx = max
(t,x)∈ST×[−δ,δ]

|vxxx(t, x)|,

Hf = max
(t,x)∈D

∥Hess f(t, x)∥2,

F = max

(
1, max

(t,x)∈D
|f(t, x)|

)
.

Using the above constants as well as those defined in Theorem 4.1, we set:

x = min

(
δ,

c

4
(

5
12aCvxxxCg + CwxCgx

)) ,

C = bx.

Now fix x∗ ∈ (0, x], R0 = ST × [−x∗, x∗] and define

Cwt = max
(t,x)∈ST×{±x∗}

|wt(t, x)|, (12)

Cwtt = max
(t,x)∈ST×{±x∗}

|wtt(t, x)|, (13)

D =
Cwtt

2
+ Cwt, (14)

Hw = max
(t,x)∈D\R◦

0

∥Hessw(t, x)∥2, (15)

D′ =
√
2dHw + max

(t,x)∈D\R◦
0

∥∇w(t, x)∥1, (16)

h = min

(
1,

cx∗

4
(
Cwtt

2 + 2CgtD + CgttC
) , x∗

√
2dHwF +D′Hf

)
. (17)
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Fix t0 = 0 < t1 < . . . < tn = T with maxi=0,...,n−1 |ti+1 − ti| ≤ h. Fix a (h, d)-
bounded triangulation in D \ R◦

0, which is compatible with the triangulation of
∂R0.

We define the values V(t,x) by

V(t,x) = w(t, x) for all (t, x) ∈ V.

Furthermore, set C = C, and D = D in Constraints 3.2 and Dν = D′ in Constraints
3.12 for all ν. We now show that for these values, Constraints 3.2 and 3.12 are
fulfilled.
Constraints 3.2

1. The first constraint follows from the first property of w, namely w(t, x) ≥ a|x|
for all (t, x) ∈ D. As a ≥ 1, V(ti,±x∗) = w(ti,±x∗) ≥ x∗.

2. The second constraint follows from the first property of w, namely w(t, x) ≤
b|x| for all (t, x) ∈ D. From this we have

V(ti,±x∗) = w(ti,±x∗) ≤ bx∗ ≤ C = C, (18)

since x∗ ≤ x.
3. V(t0,x∗) = V(tn,x∗) holds since w(t, x) is T -periodic.

4. By the mean value theorem there exists ti < s±i < ti+1 such that

w(ti+1,±x∗)− w(ti,±x∗) = wt(s
±
i ,±x∗)(ti+1 − ti),

i.e. ∣∣∣∣V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti

∣∣∣∣ = |wt(s
±
i ,±x∗)| ≤ Cwt ≤ D.

5. We only show

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti
+ gmax(i,±)V(ti,±x∗) + Ei ≤ −x∗;

the case with gmax(i+ 1,±) instead of gmax(i,±) can be shown analogously. Using
property 2. of w, we know that

ẇ(ti,±x∗) = wt(ti,±x∗) + wx(ti,±x∗)f(ti,±x∗) ≤ −cx∗.

We use w(t, x) =
√
v(t, x) and the Taylor expansions of v and vx around (ti, 0) as

well as v(t, 0) = vx(t, 0) = 0, which follows from |vx(t, x)| ≤ c4|x|. Hence, there are
x1, x2 ∈ (0, x∗) (for +x∗) or x1, x2 ∈ (−x∗, 0) (for −x∗) such that

|w(ti,±x∗)− (±x∗)wx(ti,±x∗)|

=

∣∣∣∣∣√v(ti,±x∗)− (±x∗)
vx(ti,±x∗)

2
√
v(ti,±x∗)

∣∣∣∣∣
=

1√
v(ti,±x∗)

∣∣∣∣v(ti,±x∗)− 1

2
(±x∗)vx(ti,±x∗)

∣∣∣∣
≤ 1

ax∗

∣∣∣∣v(ti, 0)± vx(ti, 0)x
∗ +

1

2
vxx(ti, 0)(x

∗)2 ± 1

6
vxxx(ti, x1)(x

∗)3

−1

2
(±x∗)

[
vx(ti, 0)± vxx(ti, 0)x

∗ +
1

2
vxxx(ti, x2)(x

∗)2
] ∣∣∣∣

=
1

ax∗

∣∣∣∣16vxxx(ti, x1)(±x∗)3 − 1

4
(±x∗)3vxxx(ti, x2)]

∣∣∣∣
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≤ 1

ax∗
5

12
Cvxxx(x

∗)3

=
5

12a
Cvxxx(x

∗)2. (19)

Note, that there exists x1 ∈ [0, x∗] such that gmax(i,+) = g(ti, x1) and an x2 ∈
(x1, x

∗) such that g(ti, x
∗)− g(ti, x1) = gx(ti, x2)(x

∗ − x1). Hence, we have

|gmax(i,+)− g(ti, x
∗)| ≤ x∗Cgx (20)

For −x∗ we obtain in a similar way

|gmax(i,−)− g(ti,−x∗)| ≤ x∗Cgx. (21)

To prove 5., first note that using Taylor expansion there is a t∗ ∈ (ti, ti+1) such
that

w(ti+1,±x∗)− w(ti,±x∗)

ti+1 − ti
= wt(ti,±x∗) +

ti+1 − ti
2

wtt(t
∗,±x∗).

Hence ∣∣∣∣w(ti+1,±x∗)− w(ti,±x∗)

ti+1 − ti
− wt(ti,±x∗)

∣∣∣∣ ≤ ti+1 − ti
2

Cwtt. (22)

Using this, the second property of the Lyapunov function w, the definition of ẇ and
f(t, x) = xg(t, x), we estimate

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti
+ gmax(i,±)V(ti,±x∗)

= ẇ(ti,±x∗) +
w(ti+1,±x∗)− w(ti,±x∗)

ti+1 − ti
+ gmax(i,±)w(ti,±x∗)− ẇ(ti,±x∗)

≤ −cx∗ +
w(ti+1,±x∗)− w(ti,±x∗)

ti+1 − ti
− wt(ti,±x∗)

+gmax(i,±)w(ti,±x∗)− (±x∗)g(ti,±x∗)wx(ti,±x∗)

≤ −cx∗ + Cwtt(ti+1 − ti)/2

+|gmax(i,±)w(ti,±x∗)− gmax(i,±)(±x∗)wx(ti,±x∗)|
+|gmax(i,±)(±x∗)wx(ti,±x∗)− (±x∗)g(ti,±x∗)wx(ti,±x∗)|

= −cx∗ + Cwtt(ti+1 − ti)/2 + |gmax(i,±)| |w(ti,±x∗)− (±x∗)wx(ti,±x∗)|
+|x∗wx(ti,±x∗)| |gmax(i,±)− g(ti,±x∗))|

≤ −cx∗ +
ti+1 − ti

2
Cwtt +

(
5

12a
CvxxxCg + CwxCgx

)
(x∗)2

by (22), (19), (20) and (21), respectively.

Finally, taking the term Ei = (ti+1−ti)
2(2ġmaxD+ g̈maxC) ≤ h

2
(2CgtD+CgttC)

into account and using ti+1 − ti ≤ h ≤ 1, we obtain

V(ti+1,±x∗) − V(ti,±x∗)

ti+1 − ti
+ gmax(i,±)V(ti,±x∗) + Ei

≤ −cx∗ + h
Cwtt

2
+

(
5

12a
CvxxxCg + CwxCgx

)
(x∗)2 + h

2
(2CgtD + CgttC)

≤ −cx∗ + h

(
Cwtt

2
+ 2CgtD + CgttC

)
+ xx∗

(
5

12a
CvxxxCg + CwxCgx

)
≤ −cx∗ +

cx∗

4
+

cx∗

4
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= −cx∗

2
≤ −x∗

as c ≥ 2 by definition of x and h.

Now we show
Constraints 3.12

1. We have already shown V(ti,xi) ≥ |xi| above.
2. As the triangulation is (h, d)-bounded, we have

hν∥X−1
ν ∥2 ≤ d, (23)

for all ν, whereXν =

(
tν1 − tν0 xν

1 − xν
0

tν2 − tν0 xν
2 − xν

0

)
denotes the shape matrix of the simplex

Sν = co((tν0 , x
ν
0), (t

ν
1 , x

ν
1), (t

ν
2 , x

ν
2)).

We have

Xν∇Vν = wν =

(
w(tν1 , x

ν
1)− w(tν0 , x

ν
0)

w(tν2 , x
ν
2)− w(tν0 , x

ν
0)

)
,

see Lemma 3.11.
Using [9, (19)] we can deduce that

∥wν −Xν∇w(ti, xi)∥1 ≤ 1

2
2h2

νHw. (24)

Then, let us consider the difference between ∇Vν and ∇w(ti, xi).

∥∇Vν −∇w(ti, xi)∥1 = ∥X−1
ν wν −∇w(ti, xi)∥1

= ∥X−1
ν ∥1∥wν −Xν∇w(ti, xi)∥1

≤
√
2 ∥X−1

ν ∥2∥wν −Xν∇w(ti, xi)∥1

≤
√
2
d

hν
h2
νHw by (23) and (24)

=
√
2dhνHw. (25)

We have for any i = 0, 1, 2 by (25)

∥∇Vν∥1 ≤ ∥∇Vν −∇w(ti, xi)∥1 + ∥∇w(ti, xi)∥1
≤

√
2dhνHw + max

(t,x)∈D\R◦
0

∥∇w(ti, xi)∥1 ≤ D′

since hν ≤ h ≤ 1, which shows 2. as Dν = D′.

3. Lastly, we need to prove that ∇Vν ·
(

1
f(ti, xi)

)
+DνHfh

2
ν ≤ −|xi| for all

vertices (ti, xi) of Sν . We have, using hν ≤ h ≤ 1 c ≥ 2 and |xi| ≥ x∗, as well as
Dν = D′

∇Vν ·
(

1
f(ti, xi)

)
+DνHfh

2
ν ≤ ∇w(ti, xi) ·

(
1

f(ti, xi)

)
+(∇Vν −∇w(ti, xi)) ·

(
1

f(ti, xi)

)
+D′Hfh

2
ν

≤ −c|xi|+
√
2dhνHw max(1, |f(ti, xi)|)

+D′Hfh
2
ν by (25)

≤ −|xi| − x∗ + (
√
2dHwF +D′Hf )h
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≤ −|xi|

by the definition of h.

5. Examples. We used our novel method to compute Lyapunov functions for two
different systems. The first example is the T = 2π periodic system

ẋ = −(1− sin(t))x. (26)

Note that this system does not possess a classical CPA Lyapunov function as we
showed in the Introduction. We set x∗ = 0.02 and ti = i∆t with ∆t = 2π/100 for
i = 0, 1, . . . , 100. From g(t, x) = sin(t)− 1 one obtains the formulas

ġmax = g̈max = 1 and gmax(i,+) = gmax(i,−) = sin(ti)− 1

for the constants in Constraints 3.2. Note that R0 = [0, 2π]× [−0.02, 0.02]. We set
D = [0, 2π]× [−1.2, 1.2] and triangulated the area D \R◦

0 with the triangles

co((i∆t,±jx∗), ((i+ 1)∆t,±jx∗), ((i+ 1)∆t,±(j + 1)x∗)) and

co((i∆t,±jx∗), (i∆t,±(j + 1)x∗), ((i+ 1)∆t,±(j + 1)x∗)) for

i = 0, 1, . . . , 99 and j = 1, 2 . . . , 59.

We can bound the Hesse-matrix H of f on D by

∥H(t, x)∥2 =

∥∥∥∥(−x sin(t) cos(t)
cos(t) 0

)∥∥∥∥
2

≤
∥∥∥∥(1.2 1

1 0

)∥∥∥∥
2

≤ 1.8,

which gives us the constant Hf = 1.8 for Constraints 3.12. With the linear solver
Gurobi we obtained a feasible solution to the linear programming problem con-
structed from Constraints 3.2 and 3.12, which parameterizes a Lyapunov function
for the system as in Theorem 3.13. The computed Lyapunov function is shown in
Figure 4, left. The right-hand side figure shows several level sets of the Lyapunov
function. The connected components of those sublevel sets, which include the zero
solution, are subsets of the basin of attraction of the zero solution.

The second example is the T = 2π periodic system

ẋ = (λ sin(t)− 1)x+ x2 (27)

with λ = 1/2 from [12]. We use the same triangulation as for the first example.
From g(t, x) = λ sin(t)− 1 + x we get the formulas

ġmax = g̈max = λ, gmax(i,+) = λ sin(ti)− 1 + x∗, and gmax(i,−) = λ sin(ti)− 1

for the constants in Constraints 3.2.
We can bound the Hesse-matrix H of f on D by

∥H(t, x)∥2 =

∥∥∥∥(−λx sin(t) λ cos(t)
λ cos(t) 2

)∥∥∥∥
2

≤
∥∥∥∥(1.2λ λ

λ 2

)∥∥∥∥
2

≤ 2.2,

which gives us the constant Hf = 2.2 for Constraints 3.12. With the linear solver
Gurobi we obtained a feasible solution to the linear programming problem con-
structed from Constraints 3.2 and 3.12, which parameterizes a Lyapunov function
for the system as in Theorem 3.13. The computed Lyapunov function is shown in
Figure 5, left. The right-hand side figure shows several level sets of the Lyapunov
function. The connected components of those sublevel sets, which include the zero
solution, are subsets of the basin of attraction of the zero solution.
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Figure 4. Lyapunov function computed for the system (26) ẋ =
(sin(t)−1)x (left) and some of its level-sets (right). Note that each
connected component of such a sublevel-set that includes ST ×{0}
is a subset of the basin of attraction of the zero solution.

6. Conclusions. In this paper we have adapted the numerical construction of CPA
Lyapunov functions to time-periodic systems. In particular, we have shown that
a modified parameterization of the Lyapunov function in a neighborhood of the
periodic orbit is necessary. We introduced a different parameterization and derived
linear constraints for the conditions of a Lyapunov function in a neighborhood of
the periodic orbit. We have shown that our new method is always able to compute
a Lyapunov function, if the periodic orbit is exponentially stable and the triangu-
lation is sufficiently fine. We showed the applicability of our method by computing
Lyapunov functions for two different system; for one of them we have shown that it
does not possess a CPA Lyapunov function. The paper only considers the case of
one spatial dimension, but we are working on the case of dimension n ≥ 2, which
will require a substantially different approach to the triangulation, and, if successful,
will be dealt with in a follow-up paper.
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Figure 5. Lyapunov function computed for the system (27) ẋ =
(sin(t)/2 − 1)x + x2 (left) and some of its level-sets (right). Note
that each connected component of such a sublevel-set that includes
ST ×{0} is a subset of the basin of attraction of the zero solution.
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